Special Commu.ications mesee— o——

The Risks of Risk Adjustment  pze=mn

ORIGINAL:
COPIES:

) . 1995 - MIZNER
Lisa |. lezzoni, MD, MSc de Bien, Harris, Sandusky,

Context.—Risk adjustiment is essential before comparing patient outcomes
across hospitals. Hospital report cards around the country use different risk adjust-
ment methods.

Objectives.—To examine the history and current practices of risk adjusting
hospital death rates and consider the implications for using risk-adjusted mortality
comparisons to assess quality.

Data Sources and Study Selection.—This article examines severity measures
used in states and regions to produce comparisons of risk-adjusted hospital death
rates. Detailed results are presented from a study comparing current commercial
severity measures using a single database. it included adults admitted for acute
myocardial infarction (n=11880), coronary artery bypass graft surgery (n=7765),
pneumonia (n=18016), and stroke (n=9407). Logistic regressions within each
condition predicted in-hospital death using severity scores. Odds ratios for
in-hospital death were compared across pairs of severity measures. For each hos-
pital, z scores compared actual and expected death rates.

Results.—The severity measure called Disease Staging had the highest ¢ sta-
tistic (which measures how well a severity measure discriminates between patients
who lived and those who died) for acute myocardial infarction, 0.86; the measure
called Alt Patient Refined Diagnosis Related Groups had the highest for coronary
artery bypass graft surgery, 0.83; and the measure, MedisGroups, had the highest
for pneumonia, 0.85 and stroke, 0.87. Different severity measures predicted differ-
ent probabilities of death for many patients. Severity measures frequently disagreed
about which hospitals had particularly low or high z scores. Agreement in identify-
ing low- and high-mortality hospitals between severity-adjusted and unadjusted
death rates was often better than agreement between severity measures.

Conclusions.—Severity does not explain differences in death rates across hos-
pitals. Different severity measures frequently produce different impressions about
relative hospital performance. Severity-adjusted mortality rates alone are unlikely to
isolate quality differences across hospitals.

IN 1864, LONDON physicians reacted
derisively when William Farr from the
Registrar General’s office released com-
parisons of death rates across English
hospitals.! Not only had Farr used ques-
tionable statistical methods, they ar-
gued, but he also had failed to account for
differencesin patient characteristics. As
one critic asserted: “Any comparison
which ignores the difference between
the apple-cheeked farm-laborers who
seek relief at Stoke Pogis (probably for
rheumatism and sore legs), and the wiz-
zened [sic], red-herring-like mechanics
of Soho or Southwark, who come from a
London Hospital, is fallacious.

Over 130 years later, few would con-
template comparing patient outcomes
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across hospitals without minimal adjust-
ment for differences in patients’ risks.
Observers generally agree that some
hospitals treat more higher-risk patients
thanothers and that hospitals should not
be penalized for accepting risky patients.
In addition, without risk adjustment,
hospitals with poor outcomes can argue,
“But my patients are sicker.”

Despite this general consensus about
the need for risk adjustment when com-
paring outcomes, as in publicly released
hospital report cards,? the devil is in the
details. Determining which risk factorsto
include and how to measure them gener-
ates controversy. Practical constraints
present difficulties. While researchers
have devised detailed risk adjustors,'?
these methods are often too expensive to
apply inlarge-scale report card efforts for
hospitals. Finally, what do risk-adjusted
outcomes tell us?

This article reviews issues raised by
risk adjustment for publicly comparing
outcomes across providers. Because
most outcomes-based report cards to

1600 JAMA, November 19, 1997—Vol 278, No. 19

(99 FEB 23 AMII: 55

date have- compared hospxl;.aljﬁeath
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WHY RISK ADJUST?

Hospitals vary, sometimes widely, in
their death rates. The rationale for risk
adjustment is to remove one source of
this variation, leaving residual differ-
ences to reflect quality. The underlying
assumption is that outcomes result from
a complex mix of factors: patient out-
comes equal effectiveness of treatments
plus patient risk factors that affect re-
sponse to treatment plus quality of care
plus random chance.

Controlling for patient risk allows us to
begin isolating quality differences. But
“risk adjustment” is a meaningess
phrase without first answering the ques-
tion: risk of what? Identical risk factors
may have different relationships to dif-
ferent outcomes (ie, an attribute suggest-
ing high risk of one outcome may indicate
low risk of another outcome). For ex-
ample, when refining diagnosis related
groups (DRGs) toimprove their sensitiv-
ity to severity for hospital payment, re-
searchers found that medical patientsdy-
ing within 2 days of admission had rela-
tively low-cost hospitalizations.’ A risk
adjustor that predicts one outcome (eg,
death) may not predict another outcome
(eg, costs).

Many diverse patient attributes affect
risks, including age, sex, acute physiologi-
cal stability, principal diagnosis (ie, rea-
son for hospitalization) and its severity,
the extent and complexity of comorbid ill-
nesses, functional status, psychosocial
and cultural factors, socioeconomic char-
acteristics, and preferences for specific
outcomes.'? Measuring certain attributes
is challenging and potentially costly (via
requiring patient surveys or extensive
medical record reviews). For example,
physicians and patients often have widely
divergent perceptions of the patient’s
functioning.® Whose perspective should
be included? In addition, some factors af-
fect outcomes not because of physiology
but because of differences in the way
people are treated. Black patients® and
uninsured patients® may receive lower-
quality hospital care than others. When
using risk-adjusted outcomes to evaluate
quality, adjusting for race or payer could
mask these important differences.
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Table 1.—Examples of Severity Measures f

mparing Hospital Death Rates*

Severity Measure Source or Developer Data Used and Patient Population Classification Approach
Clinical Data—-Based Methods
APACHE 11922 APACHE Medical Systems, inc, 17 Physiological variables. intensive Integer scores from 0 to 299
Mclean, Va care unit patients
cHQCY Academy of Medicine of Cleveland, Disease-specific clinical variables Probability of in-hospital death calculated
Cleveland, Ohio, and Michae! collected on patients with acute within disease groups
Pine & Associates, Chicago, il myocardial infarction (AMI), congestive
heart faiture, pneumonia or chronic
obstructive pulmanary disease, stroke,
gastrointestinal hemorrhage, large
bowel resection, or coronary artery
bypass graft (CABG)
csps» International Severity Information Disease-specific clinical variables within Scores 1, 2, 3, or 4 for each individual
Systems, Salt Lake City, Utah about 800 disease groups. All disease; scores 1, 2, 3, or 4 {or all
hospitalized patients diseases combined; “continuous
scores” (integer =0) for all diseases
combined
MMPS? Health Care Financing Administration, Disease-specific clinical variables for Probability of death 30 d after admission,
Baltimore, Md patients with AMI, congestive hean calculated within disease groups
failure, pneumonia, or stroke
MedisGroups™> MediQual Systems, Inc, Westborough, Over 250 key clinical findings collected Probability of in-hospital death,
Mass on all hospitalized patients calculated within 67 di groups
CSRSM ™ New York Department of Health, Albany Preoperative CABG risk factars, CABG Probability of in-hospital death
patients only
NNECVDSG** Darntmouth-Hilchcock Medical Center, Preoperative CABG risk factors, CABG Probability of in-hospital death
Hanover, NH patients only
Discharge Abstract-Based Methods
AIM faméter, San Mateo, Calit Discharge abstract; all hospitalized Scores 1, 2, 3, 4, or 5 within diagnosis
patients related groups
APR-DRGs” 3M Health Information Systems, Discharge abstract; all hospitaiized

Wallingford, Conn

patients

382 Base diagnosis related groups. All
except 2 divided into 4 complexity
subclasses (1=minor, 2=moderate,
3e=major, 4=ext }; 1528 subel

California Hospital Qutcomes
Project'?? "%

Office of Statewide Health Planning and
Development, Sacramento, Calil

Discharge abstract; patients admitted
with AM

Prabability of in-hospital death

Disease Staging Monality
Probability®® *

SysteMelrics/MEDSTAT Group,
Ann Arbor, Mich

Discharge abstract; alt hospitatized
patients

Probability of in-hospital death

PMCs Seventy Scale

Pittsburgh Health Research Institute at
Duquesne University, Piltsburgh, Pa

Discharge abstract; ali hospitalized
patients

Score of 1,2,3,4,5,6,0r7

e

*Clinical data” indicates clinical information (eg, vital signs, test results) abstracted from the medical record; “discharge abstract,” standard hospital discharge data elements,
such as basic cemographics, diagnosis and procedure codes, dates, admission source, and discharge disposition; APACHE, Acute Physiology and Chronic Health Evaluation;
CHQC, Cleveland Health Quality Index; CSI, Computerized Severity Index; MMPS, Medicare Mortality Predictor System; CSRS, Cardiac Surgery Reporting System;
NNECVDSG, Northern New Engtand Cardiovascular Disease Study Group; AIM, Acuity Index Method; APR-DRGs, All Patient Refined Diagnosis Related Groups; and PMCs,

Patient Management Categones.

WHERE TO START?

Most report card efforts trade off de-
tailed, clinical risk assessments for logis-
tical feasibility and reasonable cost. In
addition, designing a method from
scratch is very expensive, as some ini-
tiatives (eg. the Cleveland Health Qual-
ity Choice program'’) have learned.
Thus, taking a measure “off the shelf”’is
appealing. Many methods now exist spe-
cifically to predict in-hospital mortality
for comparing hospital outcomes (Table
1).54 Often called severity measures,
their evolution highlights the most im-
portant practical concern in widespread
risk assessment—the data source.

Early Development
of Severity Measures

Researchers began creating tools for
systematic severity measwrement in the
1970s, generally to address local con-
cerns.” For instance, the measure called
Computerized Severity Index (CSI) de-
scends from efforts to help a specific hos-
pital respond to state regulators’ ques-
tions about its resource use.*® Another
measure, MedisGroups, evolved from an
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initiative at Saint Vincent Hospital,
Waorcester, Mass, to document patient ex-
perience at that institution.* Jefferson
Medical College, Philadelphia, Pa, con-
vened 23 physicians to create a measure,
Disease Staging, to aid in evaluating Cali-
fornia’s Medicaid program.*

These early efforts shared one impor-
tant feature: few data were available to
guide their development. Therefore,
they werelargely normative, built onex-
pert judgment or observed clinical prac-
tice at specific institutions. They relied
on a “medical model” of acute illness, in-
formation typically used by physicians
in evaluating specific patients—diag-
noses, acute physiological findings, and
routine test results. MedisGroups typi-
fied this approach. Two Saint Vincent
physicians observed morning report of
the medical residents, noting clinical pa-
rameters that drove residents’ severity
assessments.®* These observations led
to MedisGroups'initial list of key clinical
findings (KCFs).

Medicare’s adoption of DRG-based
prospective paymentin 1983 elevated se-
verity concerns to national prominence.*®
While DRG ecategories initially were de-

rived clinically, their developers made a
strategicchoice tousedatathat wererou-
tinely available in computerized hospital
discharge abstracts.* Thus, empirical re-
finements of the DRGs used more than
1.5 million discharge abstracts and sta-
tistical techniques to group case patients
with similar lengths of stay.

Discharge abstracts are produced by
hospitals on the Medicare claim (UB-92)
and for all hospitalizations in states that re-
quire them for administrative purposes (eg,
rate setting). Discharge abstracts include
patient demographic data; payer informa-
tion; principal and other diagnoses and pro-
cedures coded using the International
Classification of Diseases, Ninth Revi-
sion, Clinical Modification (ICD-9-CM),
admission source; and discharge disposi-
tion (eg, death). Diagnosis codes in dis-
charge abstracts represent conditions
treated throughout the hospitalization,
whether present on admission or arising
subsequently. Since diagnosis codes largely
determine DRG assignment and thus hos-
pital reimbursement, concerns grew about
the possibility of “DRG creep”—the cod-
ing of diagnoses not supported by clinical
documentation.® In addition, studies sug-
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gested that important risk factors, espe-
cially chronicillnesses, are undercoded. !
Nonetheless, despite limited clinical infor-
mation of questionable accuracy, dis-
charge abstracts offer the important ad-
vantages of uniformity, widespread
availability, and computer readability.
Recognizing these benefits, developers
of some severity measures (eg, Disease
Staging®#*and Patient Management Cat-
egories [PMCs] Severity Scale®) trans-
lated their severity logic into ICD-9-CM
codes and designed software applicable to
computerized discharge abstracts. While
much clinical detail waslost, at least these
methods competed with the DRGs in be-
ing applicable to readily available, large-
scale data sets. Furthermore, Disease
Staging and PMCs used empirical analy-
ses on large discharge abstract files tore-
fine the specifications of their method.

Quality Concerns and the Next
Generation of Severity Measures

Payment based on the DRG height-
ened concerns about quality of care, which
included fears that hospitals would skimp
on inpatient services and discharge pa-
tients “quicker and sicker.” Using their
Medicare claims files, the Health Care Fi-
nancing Administration (HCFA) had ex-
amined hospital mortality rates; thesedata
were released publicly only after a Free-
dom of Information Act request from the
New York Times.” HCF A's initial publi-
cation of hospital-level mortality figuresin
March 1986 proved problematic.® The fa-
cility with the most aberrant death rate
(87.6% compared with HCFA's predic-
tion of 22.5%) was a hospice caring for ter-
minally ill patients. This early HCF A model
had serious methodological flaws, includ-
ing inadequate severity adjustment.®

At the same time, leaders in several
states and regions wanted proofabout the
value of local hospital care, especially given
the staggering increases in hospital
costs.™™ An early effort wasthe “buyright”
experiment in Minneapolis, Minn, led by
Walter McClure, who viewed clinically
credible data as essential to valid risk ad-
justment. McClure argued, “There is no
other way than to go in and abstract the
clinical findings from the chart. Let's stop
fooling ourselves that we can compare pa-
tient severity by claims.”®The “buy right”
program contracted with MedisGroups,
abstracting hundreds of KCF's from medi-
cal records to measure severity.

Building off the experience in Minne-
apolis, the state legislature in Pennsylva-
nia adopted what became known as Act 89
in 1986, largely at the urging of local busi-
nesses. Section 3 of Act 89 defined sever-
ity as “in any patient, the measurable de-
gree of the potential for failure of one or
more vital organs”—MedisGroups’ defi-
nition. Pennsylvania required all hospi-

talstoreport information abstracted from
medical records using MedisGroups. Soon
afterward, Iowa and Colorado also re-
quired most hospitals to gather Medis-
Groups information. Withdata now arriv-
ing from hundreds of hospitals, the
developers of MedisGroups compiled a
large, computerized file containing KCF
information. They used this “Medis-
Groups comparative database” to de-
velop and test refinements to their method.
Thus,in thelate 1980s, initiatives torisk
adjust hospital mortality rates often re-
quired clinical information from medical
records for severity adjustment. In addi-
tion to the MedisGroups mandates in
Pennsylvania, Iowa, and Colorado, other
initiatives also concentrated on collecting
clinical data for risk adjustment, includ-
ing the Cleveland Health Quality Choice
program,” asimilar effort in St Louis, the
Department of Veterans Affairs Surgical
Risk Study,* and programs to evaluate
coronary artery bypass graft (CABG)
mortality in New York State® and
northern New England % With growing
clinical databases, empirical techniques
could now be used to refine severity mea-
sures. Inaddition, with relatively little ef-
fort, different models could be derived
empirically to predict different outcomes
(eg, different MedisGroups versions to
predict in-hospital death or length of
stay). This new generation of severity
measures, therefore, appeared both sci-
entifically rigorousand clinically credible.
Nevertheless, the costs of clinical data
remained an impediment. One study es-
timated that Pennsylvania’s data collec-
tion costs averaged $17.43 per case pa-
tient, with total costs per hospital ranging
from $70000 at small rural facilities to
$134 000 at large urban hospitals.? Penn-
sylvania businesses, such as Hershey
Foods, countered that they saved millions
by negotiating with hospitals based onthe
data. Incontrast, Iowahalted collection of
MedisGroups data in 1994, arguing that
the cost was not worth the information
benefit. Iowa chose a discharge abstract—
based severity measure called All Patient
Refined DRGs (APR-DRGs) for risk ad-
justment. Colorado’s MedisGroups pro-
gram, dissolved in 1995, was alsoreplaced
by APR-DRGs.5 While electronic clinical
data systems may lessen data acquisition
costs in the future, widespread availabil-
ity of such clinical information across hos-
pitals is unlikely any time soon.
California’s experience crystallized the
debate over data sources. In 1990, after
hearing Hershey Foods representatives
laud Pennsylvania’s MedisGroups initia-
tive, California business leaders proposed
legislation to enact a similar program. How-
ever, the bill died because of its projected
$61.2 million annual price tag. In 1991, Cali-
fornia’slegislature mandated production of
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..ome-grown” risk-adjusted outcome mea-
sures, using the state’s existing discharge
abstract database.!® A similar experience
in Florida ended with use of discharge ab-
stract-based APR-DRGs.

However, concerns about the credibil-
ity and accuracy of discharge abstract—
based measures persisted. In June 1993,
newly appointed HCFA administrator
Bruce Vladeck discontinued publication of
the Medicare hospital mortality reports, cit-
ing the inadequacy of HCFA’s discharge
abstract-based risk-adjustment method,
especially for inner-city public hospitals.”
Questions about data quality forced Cali-
fornia to conduct a special study of data ac-
curacy, which found striking variations
across hospitals in the validity and reliabil-
ity of coding certain risk factors."” Varia-
tion in coding accuracy explained part of
the differences between hospitals that were
viewed as high- and low-mortality hospi-
tals; overcoding (coding conditions not sup-
ported by medical record documentation)
rates ranged from 10%at a putatively high-
mortality hospital to 74% at a facility con-
sidered low mortality.”®

Thus, current initiatives to compare
risk-adjusted outcomes across hospitals
sortinto2camps: those willing and those
unwilling to pay for abstracting clinical
data from medical records. The decision
about which path to choose is local, with
the first camp touting clinical credibility
(and thus, presumably, power to sway
physicians) and the second arguing re-
source constraints.

HOW DO SEVERITY MEASURES
COMPARE?

Choosing among severity measures is
oftendaunting (Table 1), but selecting dif-
ferent approaches produces a patchwork
quilt of competing methods. In Ohioalone,
Cleveland uses their home-grown clinical
data-based method,”” Cincinnati uses
Iaméter’s discharge abstract-based Acu-
ity Index Method (AIM),® and the Dayton
Employer Coalition recently chose the
vendor of the Disease Staging severity
measure.® Given the differences across
severity measures, might different mea-
sures give different results?

Despite their widespread use, roleinre-
port cards, and potential influence in com-
petitive health care marketplaces, sever-
ity measures have received little external
serutiny. Most publications about specific
severity methods come from developers,
and statistical performance measures vary
(Table 2).3*% Because patient samples and
statistical methods differ, comparing re-
sults across studies is problematic. Few
comparative studies have been per-
formed,**® and most report on versions of
the severity measures that are now out-
of-date (Table 2). Conducting compara-
tive studies is hampered by the absence
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Table 2.—Examples of Statistical Performan Severity Measures for Predicling Hospital Deaths* !
e
Statistical Measures

Severity Measure Source, y Patient Sample Reported
Clinicat Data-Based Methods .
APACHE 1t Knaus et al,® 1991 17 440 Intensive care unit (ICU) admissions, 40 hospitals €=0.90t .
Rosenthal and Harper,'” 1994 70000 ICU admissions, 31 Cleveland-area hospitals ROCY$ area=0.90 e
CcHQC Rosenthal and Harper,'” 1994 31 Cleveland-area hospitals -
Acute myocardia! infarction (AMI) ROC area=0.882 .
Congestive heart failure ROC area=0.837 | ;
Pneumonia or chronic obstructive pulmonary disease ROC area=0.898
Stroke ROC area=0.881
Coronary artery bypass graft (CABG) ROC area=0.813
csi Horn et al,?* 1991 S Hospitals
Pneumonia (n=220) R=.469, ¢=0.861 ]
AM! (n=229) R=.682, ¢=0.904
Alemi et al,*' 1990§ 355 Medically treated AMI patients ROC area=0.81
MacKenzie et al,*? 1991§] 2955 Medicare patients ROC area=0.72751
MMPS Daley et al,?” 1988] Medicare beneficiaries =65 y Cross-validated R?
Stroke (n=1639) RA*=0.253
Pneumonia (n=1496) R*=0.181
AMI {n=1774) A%=0.190
Congestive heart failure (n=1650) R2=0.123
MedisGroups Steen et al,”* 1993 MedisGroups Comparative Database Validation sample
Ischemic heart disease (n=47 109} ¢=0.877
Heart failure (n=22 337) c=0.788
Bacterial lung intection (n=6736) ¢=0.837
Other lung infection (n=19 449) ©=0.874 .
CSRS Hannan et al,* 1994 57 187 New York CABG cases, 1989-1992 ¢=0.787 i
Chassin et al,* 1996 New York CABG cases, 1992 ¢=0.826
Green and Wintfeld,*® 1995 New York CABG cases R%=7.3
NNECVDSG O'Connor et al,* 1592 3035 CABG cases, 5 New England centers ROC area=0.76 |
Discharge Abstraci-Based Methods
AIM MacKenzie et al,*? 1991§|| 3547 Medicare beneficiaries ROC area=0.7345¢
California Wilson et al,"? 1996 AMI discharges, California hospitals
Model A: only diagnoses present on admission
No prior admissions within 8 wks (n=62570) ¢=0.774
Prior admission within B wks (n=5442) c=0.759 !
Model B: all diagnoses
No prior admissions within 8 wks (n=62 220) ¢=0.860
Prior admission within B wks (n=5415) c=0.830
Disease Staging MacKenzie et al,*? 1991§|f 3560 Medicare patients ROC area=0.7374¢
Alemi et al,*' 1990§ 355 Medically treated AMI patients ROC area=0.67 ! .
PMCs Seventy Scale Young et al,*' 1994 State discharge abstract databases ‘ .
Maryland 1988 and 1990 R=0.62 10 0.67 1.
£=0.67 to 0.71 1
California 1990 R=0.65
¢=0.76
Alemi ot al,*' 1990§ 355 Medically treated AMI patients ROC area=0.72
MacKenzie et al,? 1991§| 3553 Medicare patients ROC area=0.75089

- - - ]
*All studies examined in-hospitat deaths except as noled (by ll). See foolnote in Table 1 for expansion of severity measure abbreviations.

$The ¢ statstic measures how well severity measure models discriminate b 1 P

$ROC area indicates area under a receiver operating characteristic curve; equivalent to c.
§The version of the severily measure used in this study is now largely out-of-date.

{Examined deaths within 30 days of hospital admission.

YMode! also adjusted for adjacent diagnosis related group.

of asingle database containing all data el-
ements in the exact form required by dif-
ferent severity measures and the propri-
etary ownership of many measures.

Our research group has conducted the
only extensive, external study of several
commercial severity measures sold for
comparing hospital mortality rates®®
We studied over a dozen approaches, but
for brevity, I summarize findings from 5.
Three are discharge abstract-based: Dis-
ease Staging,™ PMCs," and APR-
DRGs.¥*The other 2use clinical data ab-
stracted from medical records: the admis-
sion MedisGroups score®* and physiol-
ogy scores patterned after the acute
physiology component of the third ver-
sion of the Acute Physiology and Chronic
Health Evaluation (APACHE III).Z*
The physiology scores used 17 physiologi-
cal values (eg, blood pressure, pulse, se-
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rum sodium, hematocrit, arterial pH, etc)
drawn from admission MedisGroups
KCF's. Physiology scores were studied
not totest APACHE per sebut toinclude
a method based on a subset of variables
that might be more feasible to implement
than MedisGroups. APACHE acute
physiology scores could not be replicated
exactly because specific values for Medis-
Groups KCFs were not collected in
broadly defined normal ranges (eg, Me-
disGroups only gathered specific systolic
blood pressure values <90 mm Hg).™
The database, described in detail else-
where 5! was drawn from the 1992 Me-
disGroups Comparative Database, which
contained all standard discharge abstract
and KCF data on calendar year 1991 dis-
charges from 108 acute care hospitals
around the country. Within each condi-
tion, institutions with fewer than 30 pa-

ts who fived and those who died.

tients were eliminated. Admission Medis-
Groups scores were contained in the da-
tabase. Scores for the 3 discharge ab-
stract~based methods were assigned by
their vendors, using computer files con-
taining the necessary discharge abstract
data elements drawn by us from the Me-
disGroups database (the database in-
cluded up to 20 ICD-9-CM diagnosis and
50 procedure codes). Using admission
KCF values (eg, systolic blood pressure),
physiology scores were created by assign-
ing weights specified by APACHE III
and summing them to produce scores.®™

All patients were at least 18 years old.
Reported here are 4 conditions with suf-
ficient numbers of in-hospital deaths for
meaningful statistical analysis, as fol-
lows: medically treated acute myocardial
infarction (AMI)—11 830 patients from 100
hospitals with 1574 in-hospital deaths
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Table 3.—Statistical Performance of Severity wieasures*

Acute Myocardial Coronary Artery

Infarction Bypass Graft Pneumonia Stroke

{ IR f LI 1 r L
Severity Measures ¢ (95% CI) R?(95% Cl) ¢ (95% Ci) R?(95% CI) ¢ {95% CI) R?(95% CI) ¢ {95% Ci) A?{95% CI)
MedisGroups 0.83{83-85) 227(21.1-247) 0.73(70-76) 3.6(2.4-54) 0.85(.85-.86) 19.0(17.9-21.0) 0.87(.86-.88)  26.5(24.3-29.1)
Physiology score 0.83 (.82-.84)  22.9(21.0-24.8) 0.72{70-76) 2.8(1.7-5.3) 0.81(.81-.83) 14.9(14.0-16.7)  0.B4(83-85) 24.2(21.8-26.7)
Disease Staging 0.86(.85-87) 27.0(24.8-28.9) 0.77(74-80) 6.9 (4.3-9.8) 0.80(.80-.82) 13.2(12.5-14.8) 0.74 (.73-.78) 11.2(9.2-13.3)
PMC Severity Scale  0.82(.81-.83)  17.6(16.3-19.4) 0.80(.78-83) 7.9(5.9-11.1)  0.79(.79-.80) 11.5(11.0-128) 0.73(.72-75)  10.1(8.6-11.8)
APR-DRGs 0.84 (.83-85)  19.8(18.4-21.4) 0.83(81-86} 6.6(5.58.3) 0.78(.78-80)  10.1(9.9-12.0) 0.77(.75-78)  10.5(38.0-12.6)

*Conditions and statistical performance measures, ¢ and R2x100. Cl indicates confidence interval. See footnote in Table 1 for expansion of severily measure abbreviations.

(13.2%)5%3; CABG surgery-—17765 pa-
tients from 38 hospitals with 252 in-
hospital deaths (3.2%)%%; pneumonia—
18016 patients from 105 hospitals with
1732 in-hospital deaths (9.6%)%™; and
medically treated stroke—9407 patients
from 94 hospitals with 916 in-hospital
deaths (9.7%).5%"

Logistic regressions were run within
each condition to predict death using pa-
tient age, sex, and severity scores.*!
Separate models were produced for each
severity measure, and their statistical per-
formance was judged using the ¢ statis-
tie (which measures how well a severity
measure discriminates between patients
wholived and those whodied, sothat c=0.5
indicates no ability to discriminate, while
¢=1.0, perfect discrimination)™*® and E*.
Cross-validation demonstrated that the
models were not overfit. Eighty boot-
strap replications™ of each model were
performed to put 95% confidence inter-
vals around the ¢ and R values. Each
model produced a predicted probability of
in-hospital death for each patient, which
was added to determine expected death
rates for each hospital. A z score was cal-
culated for each hospital as follows: z=
(observed number of deaths-expected
number of deaths)/(SD in the number of
deaths). Hospitals were ranked from low-
est (fewer deaths than expected) to high-
est (more deaths than expected) based on
these z scores.

Predicting In-Hospital Death
for Individual Patients

Statistical Performance.—Potential
purchasers of severity measures often
look first at the statistical performance of
severity measures summarized by ¢ and
R’ statisties. As shown in Table 3, our ¢
and R’ values were similar to others re-
ported in the literature (Table 2), and no
severity measure performed best across
all conditions.*™ MedisGroups produced
the highest ¢ and R” for pneumonia and
stroke; Disease Staging yielded the high-
est ¢ and R’ for AMI; while APR-DRGs
had the highest ¢ and PMCs the highest
R’ for CABG. Thus, a clinically based
measure performed best for pneumonia
and stroke, while discharge abstract~
based measures did best for AMI and
CABG.

Given the limited clinical information
available todischarge abstract-based mea-
sures, their superior performance is sur-
prising, until one remembers that they use
discharge diagnoses—codes represent-
ing all conditions treated during the hos-

pitalization, regardless of when they oc- -

curred. In contrast, both clinically based
measures used findings from the admis-
sion period, which was the first 2 hospital
days, up to the time of surgery. We ex-
plored whether discharge abstract-
based measures rely on diagnosis codes for
events occurring late during hospitaliza-
tion (eg, cardiac arrest).*™ Although pre-
liminary, our results are similar to those
of others,*™ suggesting that the predic-
tive ability of discharge abstract-based
measwres comes partly from codes for late,
“near death” events—post hoc assess-
ments that obviously improve predictive
ability but compromise their validity for
making inferences about quality.
Another Table 3 result is noteworthy:
the similar performance of MedisGroups
and physiology scores. Their ¢ statistics
wereidentical for AMI, and the maximum
difference between the 2 was 0.04 (for
pneumonia). This similarity is striking
given their respective origins. Medis-
Groups scores are based on disease-spe-
cificlogisticregressions drawing, initially,
from up to 250 KCFs; our physiology
scores used weights derived forintensive
careunit patients, regardlessof condition,
for only 17 physiological variables. Prior
work indicates that physiology scores’
predictive performance would improve if
they also were derived empirically within
specific conditions.™ Implementing the
physiology score would certainly be less
expensive than MedisGroups.
Comparisons of In-Hospital Mortal-
ity Predictions.—The next question was
whether different severity measures pre-
dict different likelihoods of in-hospital
death for the same patients? There are a
variety of ways to flag patients viewed as
having different predicted probabilities of
death™™; however, regardless of the ap-
proach, the answer to this question was
yes: different severity measures rated
many patients very differently. For the
analysis presented here, oddsratios (ORs)
of death calculated by each severity mea-
sure were compared (eg, the odds of dy-
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ing predicted by MedisGroups was di-
vided by the odds predicted by Disease
Staging).®" When this OR was less than
0.50r greaterthan 2.0, a patient was viewed
as having a very different probability of
death predicted by the 2 measwres.
Patients often had dissimilar predicted
ORs for dying (Table 4). Again, patteins
varied across conditions. For example,
agreement between MedisGroupsand the
physiology scores was high for CABG, but
predictions diverged for almost one third
of pneumonia patients. Not sw-prisingly,
discharge abstract-based measures dis-
agreed frequently with clinically based
measures, but discharge abstract-based
measuresalsodiffered among themselves.
For instance, PMCs and APR-DRGs dis-
agreed on 60.7% of CABG patients.

Comparing Hospital Mortality Rates

Finding differences across severity mea-
sures at the level of individual patients led
to the question: would judgments about
whether hospitals look particularly good or
bad differ using different severity mea-
sures for risk adjustment? The answer to
this question is yes—sometimes.** Asbe-
fore, there are several different ap-
proaches toaddressing this question. Here,
severity-adjusted death rates were used
the way report cards or health insurers may
use the information. With the z scores, hos-
pitals were identified at 2 extremes:

1. Thebest 10%: hospitals withthelow-
est severity-adjusted death rates (the
lowest z scores). These hospitals could be
designated as exemplar benchmarks for
quality improvement initiatives.

2. The worst 10%: hospitals with the
highest severity-adjusted death rates(the
highest z scores), Insurers may choose not
to contract with these institutions.

Table 5 shows how often pairs of sever-
ity measures agreed about which hospi-
tals fell into the best and worst 10% and
how hospital rankings based on z scores
associated with“raw” mortality rates (un-
adjusted for age, sex, or severity) agree.
The immediate impression is that sever-
ity measures often flagged different hos-
pitals than unadjusted mortality rates,
but different severity measures also fre-
quently flagged different hospitals. No
clear pattern emerged, which suggests
that discharge abstract-based measures
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agreed more with each other th: ey
agreed withthe clinically based measures;
norwasagreement better for flagging the
best 10% than for the worst 10%. Again,
results differed by condition (eg, Medis-
Groups and PMCs agreed relatively well
for pneumonia but poorly for stroke).

When disagreements occurred, hospi-
tals ranked in the top or bottom 10% by
one severity measure often appeared in
thenext decile (11% t020% or81% to 90%)
ranked by the other measure. For ex-
ample, MedisGroups and the physiology
score agreed on 6 of 11 hospitals ranked
among the top 10% for pneumonia. The
remaining 3, ranked in descending order
by MedisGroups (1=best), had the follow-
ing rankings by the physiology score (Me-
disGroups rankings are in parentheses):
12(3), 25 (5), 34 (7), 18 (9), and 14 (10).

Sometimes, however, differences in
rankings were large. For instance, Medis-
Groups and Disease Staging agreed on 5
of 11 hospitals ranked among the top 10%
for pneumonia. The remaining 6, ranked in
descending order by MedisGroups, had the
following rankings by Disease Staging (Me-
disGroups rankings are in parentheses): 57
(4),66(7),25(8),27(9),43(10),and 30 (11).
Hospitals with widely discrepant rank-
ings were not low-volume facilities. Forin-
stance, the hospital ranked 7th by Medis-
Groups but 66th by Disease Staging had
266 pneumonia patients with 20 deaths.

Interestingly, agreement in flagging
hospitals between severity-adjusted and
unadjusted mortality rates was often bet-
ter than agreement between pairs of se-
verity measwres. > For example, Medis-
Groups and Disease Staging agreed on
only 3 of the 10 worst hospitals for AMI,
while MedisGroups and unadjusted rank-
ings agreed on 6 hospitals. Therefore, one
set of severity-adjusted findings was not
obviously better than another or thanun-
adjusted rankings. For each pair of sever-
ity measures, k statistics were calculated
based on whether individual hospitals
were flagged as among the best or worst
10% by one, both, or neither measure.®%
The x assesses whether agreement is
greater than expected by chance.® The x
valuesshowed fair to excellent agreement
among severity measuresin flagging hos-
pitals (Table 5; k values are not presented
for CABG because the small sample size
makes « less informative).

Implications

Overall, these analyses suggest that in-
dividual hospitals could care greatly about
which mortality rates are examined—un-
adjusted vsseverity-adjusted rates—and
about which severity measure is used.
While severity measures agreed about
flagging hospitals moreoftenthanchance,
rankings for some hospitals differed dra-
matically across severity measures. A
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Table 4.—Percentage of Patients With Different
Measures*

bilities of Death Calculated by Pairs of Severity

% of Patients With Different Predicted Odds of Dying

—
Acute Myocardial Coronary Artery

Severity Measures Infarction Bypass Graft Pneumonia Stroke
MedisGroups

Physiclogy score 19.5 4.1 30.2 17.8

Disease Staging 51.4 328 47.6 57.8

PMC Severity Scale 45.6 42.0 46.9 61.6

APR-DRGs 461 65.8 47.9 48.4
Physiology score

Disease Staging 51.6 323 38.9 52.0

PMC Severity Scale 442 40.9 304 44.0

APR-DRGs 44.9 €8.5 32.0 31.0
Disease Staging

PMC Severity Scale 51.8 40.2 31.0 32.9

APR-DRGs 49.5 56.4 30.4 41.3
PMC Severity Scale

APR-DRGs 275 60.7 21.2 20.1

’Qompan'sons were based on the equation ratio=(odds of death predicted by first severity measure)/(odds of death
predicted by second severity measure). if this ratio was less than 0.5 or greater than 2.0, then the odds predicted
by the 2 severity measures were viewed as different. See footnote in Table 1 for expansion of severity measure

abbreviations.

Tabie 5.—Number of Times Pairs of Severity Measures Agreed on the 10% of Hospitals With the Best and

Worst Mortality Performance*

Conditions and No. of Hospitals in Best and Worst 10%

I 1
Acute Coronary
Myocardial Artery
Infarctiont Bypass Graft} Pneumonia§ Stroke)]
Severity Measures (n=10) (n=4) (n=11) (n=9)
(Including Unadjusted ~— j ) { 1 I 1
Mortality Rates) Best Worst Best Worst Best Worst Best Worst
MedisGroups
Physiology score 9 10 4 4 6 8 7 [
Disease Staging 6 3 2 3 5 5 5 k]
PMC Severity Scale 7 5 2 2 6 8 4 3
APR-DRGs 6 4 1 2 6 7 [ 4
Unadjusted rates 5 [ 3 4 k] 6 3 5
Physiology score
Disease Staging 5 3 2 3 4 7 5 3
PMC Severity Scale 8 5 2 2 7 9 [3 3
APR-DRGs <] 4 1 2 5 8 [ 3
Unadjusted rates 6 6 3 4 3 9 5 5
Disease Staging
PMC Severity Scale 7 s 3 2 4 7 6 3
APR-DRGs 7 5 2 2 4 [} 7 3
Unadijusted rates 5 4 1 3 7 5 3
PMC Severity Scale
APR-DRGs 8 9 2 2 7 10 7 7
Unadjusted rates 4 ] 1 2 5 7 7 6
APR-DRGs
Unadjusted rates [} 6 1 2 5 7 6 5

. - - _ ]
*See footnote in Table 1 for expansion of severity measure abbreviations.
tNumber of hospitals on which pairs of severily measures agreed and associated « value: 3, xk=0.22; 4, x=0.33;
5, x=0.44; 6, x=0.56; 7, x=0.67; 8, x=0.78; 9, «x=0.89; and 10, x=1.00.
iBecause of small number of hospitals, x values were unreliable.
§MNumber of hospitals on which pairs of severity measures agreed and associated «: 5, x=0.39; 6, x=0.49; 7,

x=0.59; 8, x=0.70; 9, x=0.80; and 10, x=0.90.

{Number of hospitals on which pairs of severity measures agreed and associatedx: 3, k=0.26; 4, x=0.39; 5, x=0.51;

6, x=0.63; and 7, k=0.75.

logical, albeit worrisome, conclusion is
that wise hospitals should “shop around”
forthe severity measure that shows them
to the best advantage, although this mea-
sure could vary by condition.

Choosing among different severity
measures requires consideration of a va-
riety of factors. Despite their statistical
performance, compelling reasons argue
against discharge abstract-based mea-

sures for quality measurement initiatives
intending to affect physicians’ behavior.
Convincing clinicians that discharge ab-
stract-based measures (regardless of
their statistical performance) are mean-
ingful is hampered by long-standing con-
cerns about ICD-9-CM®* coding com-
pleteness, ™! and financial motivation for
diagnosis coding.® Additionally, to draw
meaningful conclusions about quality
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based on severity-adjusted death raies,
one must adjust only for preexisting con-
ditions but not those arising late in the
hospital stay—possibly because of iatro-
genic complications. Our preliminary
analyses agree with others'®* in suggest-
ing that discharge abstract-based mea-
sures rely on late events to boost their
predictive ability. This raises the poten-
tial for “death code creep”—increased
coding of catastrophic events for dying pa-
tients—as a hospital response to dis-
charge abstract-based report cards.

WHAT DO RISK-ADJUSTED
HOSPITAL DEATH RATES MEAN?

Hospitals vary in their unadjusted death
rates. According to our work and the find-
ings of others, & severity fails to ex-
plain these differences fully. As shown in
California, differences across hospitals in
accuracy of data can account partially for
discrepanciesinrisk-adjusted death rates,
using measures based on discharge ab-
stracts.* The central question remains un-
resolved: does severity adjustment iso-
late that residual quantity, namely quality-
of-care differences, across hospitals? A
definitive answeris unlikely any time soon.
The research required is expensive, time-
consuming, logistically difficult, and meth-
odologically complicated. Only a handful of
studies have addressed this question, and
most have produced equivocal results.

In an early study, Dubois et al® found
no systematic differences in quality as-
sessed using process of care measures be-
tween high- and low-mortality outlier
hospitals; using subjective reviews by ex-
pert clinicians, however, more prevent-
able deaths were identified at facilities
with higher-than-expected death rates.
Using clinically detailed severity' and
quality measures, Kahn et al® found that
risk-adjusted mortality rates were sig-
nificantly related to explicit judgments
about process of quality of care for 4 of 5
conditions studied. Using PMCs for risk
adjustment, Thomas et al* found that hos-
pital mortality performance was signifi-
cantly related to quality of care for only 3
of 10 conditions evaluated. Another study
compared HCF A’shospital mortality rat-
ingswith quality problems determined by
peer review organizations in 38 states; in
14, confirmed problem rates were statis-
tically significantly correlated with ad-
justed mortality rates® New York's
CABG program found significantly more
quality-of-care problems among deaths at
high-mortality rather than low-mortality
outlier hospitals.¥

Other studies failed to find any relation-
ship between risk-adjusted mortality rates
and hospital quality. Using the same rig-
orous severity and quality measures as
Kahn et al ¥ Park et al® found that hospi-
tals flagged as having unexpectedly high

age-, sex-, race-, or disease-specific death
rates did not have worse quality than other
hospitals. Another study found no associa-
tion between quality of care and observed-
to-expected mortality ratios calculated by
the US Department of Veterans Affairs us-
ing discharge abstract-type data.®

WHY RISK ADJUST?

Report cards comparing death rates
across hospitals are unlikely to vanish.
Nonetheless, uncertainty persists about
what risk-adjusted hospital death rates
really mean. In addition, research sug-
gests that different risk adjustors can
produce different judgments about a
hospital’s mortality performance.®4’ No
studies are available, or likely, to tell us
whichrisk adjustoris best, especially for
isolating quality differences. The initial
question, therefore, returns: giventhese
vagaries, why risk adjust? The major
reasonis that, howeverimperfect, there
is no other way to begin a productive
dialogue with physicians and other cli-
nicians about using outcomes informa-
tion to motivate quality improvement.

Another compelling reason to risk ad-
Jjust is to avoid penalizing providers who
treat high-risk patients. As report cards
naming individual hospitals and physi-
ciansincreasingly make the front pages of
newspapers, anecdotal evidence suggests
that some physicians and hospitals turn
away patientsthey view as especially high
risk.%* Ensuring clinically credible risk
adjustment could guard against this. Most
current severity measures, however, do
notinclude all patient characteristics that
increase risk, such as physical functional
status, patients’ preferences for care and
outcomes, cultural factors, and socioeco-
nomic characteristics.” Risk must be as-
sessed within subpopulations of patients
(eg,racial and ethnic minorities, medically
indigent persons) without bias. Evenwith
clinically derived risk adjustment, some
hospitals, like the Cleveland Clinic, will
argue that their patients are different.®

Designing a clinically reasonable but
logistically feasible risk adjustment
method is challenging and demands
trade-offs. In today's highly charged,
competitive environment, criticisms of
risk adjustment areinevitable and often
appropriate. The accumulated evidence
suggests that strong inferences about
quality should not be made based onrisk-
adjusted mortality rates alone. How-
ever, therisk of not risk adjusting is that
information—albeit imperfect—will be
summarily dismissed. Opportunities will
be lost for stimulating the introspection
required to improve quality of care.

This article was prepared in collaboration with
the Center for Studying Health System Change,
Washington, DC, with funding from the Robert
Wood Johnson Foundation, Princeton, NJ. The
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. «ject was supported by the Agency for Health
Care Policy and Research, Rockville, Md, under
grant No. RO1 HS06742.
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pened without the creativity, energy, and determi-
nation of Michael Shwartz, PhD, Arlene S. Ash,
PhD, Yevgenia D. Mackiernan, Jennifer Daley, MD,
and John S. Hughes, MD. Bruce Landon, MD, also
provided valued insight.

References

1. Iezzoni LI. 100 Apples divided by 15 red her-
rings: a cautionary tale from the mid-19th century
on comparing hospital mortality rates. Ann Intern
Med. 1996;124:1079-1085.

2. Response toletter by William Farr. Med Times
Gazette. February 13, 1864:187. Letter.

3. Epstein A. Performance reports on quality.
N Engl J Med. 1995;333:57-61.

4. Keeler EB, Kahn KL, Draper D, et al. Changesin
sickness at admission following the introduction of
the prospective payment system. JAMA. 1990;264:
1962-1968.

S. Iezzoni LI, Shwartz M, Moskowitz MA, Ash AS,
Sawitz E, Burnside S. Illness severity and costs of
admissions at teaching and nonteaching hospitals.
JAMA. 1990,264:1426-1431.

6. Sullivan LW, Wilensky GR. Medicare Hospital
Mortality Information. 1987, 1988, 1989. Washing-
ton, DC: US Dept of Health and Human Services,
Health Care Financing Administration; 1991.

7. US General Accounting Office, Health, Educa-
tion, and Human Services Division. Employers and
Individual Consumers Want Additional Informa-
tion on Quality. Washington, DC: US General Ac-
counting Office; 1995. GAO/HEHS-95-201.

8. USGeneral Accounting Office, Health, Education,
and Human Services Division. Health Care Reform:
‘Report Cards’ Are Useful but Significant Issues
Need to Be Addressed. Washington, DC: US General
Accounting Office; 1994. GAO/HEHS-94-219.

9. US General Accounting Office, Health, Educa-
tion,and Human Services Division. Employers Urge
Hospitals to Battle Costs Using Performance Data
Systems. Washington, DC: US General Accounting
Office; 1994. GAO/HEHS-95-1.

10. Pennsylvania Health Care Cost Containment
Council. A Consumer Guideto Coronary Artery By-
pass Grafl Surgery, Volume I'V: 1993 Data. Harris-
burg: Pennsylvania Health Care Cost Containment
Council; 1995.

11. Pennsylvania Health Care Cost Containment
Council. Focus on Heart Attack in Western Penn-
sylvania: A 1993 Summary Report for Health Ben-
efits Purchasers, Health Care Providers, Policy-
makers, and Consumers. Harrisburg: Pennsylva-
nia Health Care Cost Containment Council; 1996.
12. WilsonP,Smoley SR, Werdegar D. Annual Re-
port of the California Hospital Outcomes Project.
Sacramento, Calif: Office of Statewide Health Plan-
ning and Development; 1993.

13. Wilson P, Smoley SR, Werdegar D. Second Re-
port of the California Hospital Outcomes Project:
Acute Myocardial Infarction, Volume One: Study
Overview and Results Summary. Sacramento,
Calif: Office of Statewide Health Planning and De-
velopment; 1996.

14. lezzoni L1, Shwartz M, RestueciaJ. The role of
severity information in health policy debates. In-
quiry. 1991;28:117-128.

15. Tezzoni LI, Greenberg LG. Widespread assess-
ment of risk-adjusted outcomes: lessons from local
initiatives. Jt Comm J Qual Improv. 1994;20:305-316.
16. Romano PS, Zach A, Luft HS, Rainwater J,
Remy LL, Campa D. The California hospital out-
comes project. Jt Comm J Qual I'mprov. 199521:
668-682.

17. Rosenthal GE, Harper DL. Cleveland health
quality choice: a model for collaborative community-
based outcomes assessment. Jt Comm J Qual Im-
prov. 1994;20:425-442.

18. FreemanJL, Fetter RB, Park H, et al. Diagno-
sis-related group refinement with diagnosis- and
procedure-specific comorbiditiesand complications.
Med Care. 1995;33:806-827.

The Risks of Risk Adjustment—lezzoni

H
¢
4
i
|
&




19. Tezzori LI. Dimensions of risk. In: Iezzoni I
ed. Risk Adjustment for Measuring Healthcare
Outcontes. 2nd ed. Chicago, 11k: Health Administra-
tion Press; 1997.

20. Calkins DR. Rubenstein LV, Cleary PD, et al.
Failure of physicians to recognize functional disabil-
ity in ambulatory patients. Ann Intern Med. 1991;
114:451-434.

21. Kahn KL, Pearson ML, Harrison ER, et al
Health care for black and poor hospitalized Medi-
care patients. JAMA. 1994:15:1169-1174.

22. Burstin HR, Lipsitz SR, Brennan TA. Socioeco-
nomie status and risk (or substandard mediecal care.
JAMA. 1992;268:2333-2387.

23, Knaus WA, Wagner DP, Draper EA, etal. The
APACHE 11! prognostic system:; risk prediction of
hospital mortality for critically ill hospitalized
adults. Chest. 1991;100:1619-1636.

24. Knaus WA, Wagner DP, Zimmerman JE, Draper
EA. Variations in mortality and length of stay in in-
tensive care units. Aan Intern Med. 1993;118:753-761.

Nash DB, eds. Providing Quality Care: Fulure
Challenges. 2nd ed. Ann Arbor, Mich: Health Ad-
ministration Press; 1995:59-82.

13. Horn SD. Validity, reliability and implications
ofanindex of inpatient severity of iliness. Med Care.
1931;19:354-362.

44, Brewster AC, Karlin BG, Hyde LA, et al.
MEDISGRPS: a clinically based approach to classify-
ing hospital patients at admission. Inguiry. 1985;12:
877-387.

45. GonnellaJS, Louis DZ, McCord JJ. The staging
concept—approach to the assessment of outcome of
ambulatory care. Med Care. 1976;14:13-21.

46. Viadeck BC. Medicare hospital payment by di-
agnosis-related groups. Ann Intern Med. 1984;100:
§76-591.

47. Fetter RB, Shin Y, Freeman JH, Averill R,
Thompson J. Case mix definition by diagnosis re-
tated groups. Med Care. 1980;18(suppl):1-53.

18. Simborg DW, DRG creep: a new hospital-ac-
quired disease. N Engl J Med. 1981;304:1602-1604.

25. Horn SD, Sharkey PD, Buckle JM, Backof
JE, Averill RF, Horn RA. Therelationship between
severity of illness and hospital length of stay and
mortality. Med Care. 1991;29:305-317.

26. lezzoni LI, Daley J. A description and clinical
assessment of the computerized severity index.
Qual Rev Bull. 1992:18:44-52.

27. Daley J, Jencks S, Draper D, Lenhart G, Tho-
mas N, Walker J. Predicting hospital-associated
mortality for Medicare patients. JAMA. 1988;260:
3617-3624.

28. Steen P)M, Brewster AC, Bradbury RC, Es-
tabrook E, YoungJA. Predicted probabilitiesof hos-
pital death as a measure of admission severity of
illness. Inquiry. 1993;30:128-141.

29. Steen PM. Approaches to predictive modeling.
Ann Thorac Surg. 1994;58:1836-13810.

30. lezzoni LI, Moskowitz MA. A clinical assess-
ment of MedisGroups. JAMA. 1938;260:3159-3163.
31. Hannan EL. Kitburn H, O'Donnell JF, Lukacik
G, Shields EP. Adult open heart surgery in New
York State: an analysis of risk factors and hospital
mortality rates. JAMA. 1990;264:2768-2774.

32, Hannan EL, Kilburm H, Racz M, Shields E,
Chassin MR. Improving the outcomes of coronary
artery bypass surgery in New York State. JAVA.
1994;271:761-766.

33. Hannan EL, Siu AL, Kumar D, Kilburn H Jr,
Chassin MR. The decline in coronary artery bypass
graft surgery mortality in New York State. JAMA.
1995;273:209-213,

31. Chassin MR, Hannan EL, DeBuono BA. Ben-
efitsand hazards of reporting medical outcomes pub-
liely. N Engl J Med. 1996:334:394-398.

35. O'Connor GT. Plume SK, Olmstead EM, et al,
for the Northern New England Cardiovascular Dis-
ease Study Group. A regional prospective study of
in-hospital mortality associated with coronary ar-
tery bypass grafting. JAMWA. 1991;266:803-809.

36. O'Connor GT, Plume SK, Olmstead EM, et al,
for the Northern New England Cardiovascular Dis-
ease Study Group. Multivariate prediction of in-
hospital mertality associated with coronary artery
bypass graft surgery from the Northern New En-
gland Cardiovascular Disease Study Group. Circu-
lation. 1992,835:2110-2118.

37. Edwards N, Honemann D, Burley D, Navarro
M. Refinement of the Medicare diagnosis-related
groups to incorporate a measure of severity. Health
Care Financing Rev. 1994:16:45-64.

38. Goldfield N, Boland P, eds. Physician Profiling
and Risk Adjustment. Gaithersburg, Md: Aspen
Publishers Inc; 1996.

39. GonnellaJS, Hornbrook MC, Louis DZ. Staging
of disease: a case-mix measurement. JAMA4. 1934;
251:637-644.

40, Markson LE, Nash DB, Louis DZ, GonneilaJS.
Clinical outcomes management and Disease Stag-
ing, Eval Health Prof. 1991;14:201-227.

4L Young WW, Kohler S, Kowalski J. PMC patient
severity scale: derivation and validation. Health
Serv Res. 1994,29:367-390.

42, lezzoni L1 Severity of illness measures and as-
sessing the quality of hospital care. In: Goldfield N,

JAMA, Novermnber 19, 1997—Vol 278, No. 19

49, Jencks SF, Williams DK, Kay TL. Assessing
hospital-associated deaths from discharge data.
JAMA. 1988;260:2240-2246.

50. IezzoniLI, Foley SM, Daley J, HughesJ, Fisher
ES, Heeren T. Comorbidities, complications, and
coding bias:does the number of diagnosis codes mat-
terinpredictingin-hospital mortality? JAMA. 1992;
267:2197-2203.

51. GreenJ, Wintfeld N. How accurate are hospital
discharge data for evaluating effectiveness of care?
Med Care. 1993;31:719-731.

52. Young WW, Swinkola RB, Zorn D). The mea-
surement of hospital case mix, Med Care. 1982;20:
501-512.

53. BrinkleyJ. US releasing lists of hospitals with ab-
normal mortality. New York Times. March 12,1986:1.
54. Dubois RW. Hospital mortality as an indicator
of quality. In: Goldfield N, Nash DB, eds. Providing
Quality Care: Future Challenges. 2nd ed. Ann Ar-
bor, Mich: Health Administration Press; 1995.

55. Iglehart JK. Competition and the pursuit of
quality: a conversation with Walter McClure.
Health Aff (Millwood). 1988;7:79-90.

56. Khuri SF, Daley J, Henderson WG, et al. The
National Veterans Administration Surgical Risk
Study: risk adjustment for the comparative assess-
ment of the quality of surgical care. J Am Coll Surg.
1995;180:519-531.

57. Demise of two state-run commissions signals
shift to voluntary initiatives in data collection. State
Health Watch. 1995;2:4, 10.

58. Verna G. Dayton hospitals link to perform cost
study. Cincinnaii Business Courier. 1996;13:8C.
59. Thomas JW, Asheraft MLF. Measuring severity
of iliness: 2 comparison of interrater reliability among
severity methodologies. Inquiry. 1989;26:483-492.
60. Thomas JW, Ashcraft MLF. Measuring sever-
ity of illness: six severity systems and their ability to
explain cost variations. Inquiry. 1991;28:39-55.

61. Alemi F, Rice J, Hankins R. Predicting in-hos-
pital survival of myocardial infarction. Med Care.
1990;28:762-775.

62. MacKenzie TA, Willan AR, LichterJ, et al. Pa-
tient Classification Systems: An Evaluation of the
State of the Art. Kingston, Ontario: Case Mix Re-
search, Queen's College; 1991:1.

63. Green J, Wintfeld N. Report cards on cardiac
surgeons: assessing New York State’s approach.
N Engl J Med. 1995;332:1229.1232.

64. lezzoniLl, Ash AS,ShwartzM, DaleyJ, Hughes
JS, Mackiernan YD. Judging hospitals by severity-
adjusted mortality rates. Am J Public Health.1996;
86:1379-1387.

65. Landon B, Tezzoni LI, Ash AS, et al. Judging
hospitals by severity-adjusted mortality rates: the
case of CABG surgery. Inquiry. 1996;33:155-166.
66. lezzoni LI, Shwartz M, Ash AS, Hughes JS, Da-
leyJ, Mackiernan YD. Severity measurement meth-
ods and judging hospital death rates for pneumonia.
Med Care. 1996;34:11-28,

67. Iezzoni LI, Shwartz M, Ash AS, Hughes JS, Da-
ley J, Mackiernan YD. Using severity-adjusted
stroke mortality rates to judge hospitals. Int J Qual
Health Care. 1995;7:81-94.

8¢ ‘oni L1, Ash AS, Shwartz M, Daley J, Hughes
JS, ...ackiernan YD. Predicting who dies depends on
how severity is measured. Ann Intern Med. 1995;123;
763-770.

69. Iezzoni LI, Ash AS, Shwartz M, Landon B,
Mackiernan YD. Predicting in-hospital deaths from
CABG surgery. Med Care. In press.

70. Iezzoni LI, Shwartz M, Ash AS, Mackiernan
YD. Using severity measures to predict the likeli-
hood of death for pneumonia patients. J Gen Intern
Med. 1996;11:23-31.

71, Tezzoni LI, Shwartz M, Ash AS, Mackiernan
YD. Predicting in-hospital mortality for stroke pa-
tients: results differ across severity measurement
systems. Med Decis Making. 1996;16:348-336.

72. Hughes JS, Iezzoni LI, Daley J, Greenberg L.
How severity measures rate hospitalized patients.
J Gen Intern Med. 1996;11:303-311.

73. lezzoni LI, Ash AS, Shwartz M, Mackiernan
YD. Differences in procedure use, outcomes, and
iliness severity by gender for acute myocardial in-
farction patients. Med Care. 1997;35:158-171.

74. Tezzoni LI, Hotchkin EK, Ash AS, Shwartz M,
Mackiernan Y. MedisGroups databases: the impact
of data collection guidelines on predicting in-hospi-
tal mortality, Med Care. 1993;31:277-283.

75. Harrell FE, Lee KL, Califf RM, Pryor DB, Rosati
RA. Regression modelling strategies for improved
prognostic prediction. Stat Med. 1984;3:143-152.

76. Hanley JA, McNeil BJ. The meaning and use of
the area under a receiver operating characteristic
(ROC) curve. Radiology. 1982;143:29-36.

71. EfronB. Bootstrapmethods:anotherlookat the
Jjacknife. Ann Stat, 1979;7:1-26.

78. Hannan EL, Racz MJ, Jollis JG, Peterson ED.
Using Medicare claims data to assess provider qual-
ity for CABG surgery: does it work well enough?
Health Serv Res. 1997;31:659-678.

79. Tezzoni LI, Ash AS, Coffman GA, Moskowitz
MA. Predicting in-hospital mortality: a comparison
of severity measurement approaches. Med Care.
1992,30:347-359.

80. Landis JR, Koch GG. The measurement of ob-
server agreement for categorical data. Biometrics.
1977;33:159-174,

81, McMahon LF, Smits HL. Can Medicare prospec-
tive payment survive the ICD-9-CM disease classifi-
cation system? Ann Intern Med. 1986;104:562-566.
82. Dubois RW, Brook RH, Rogers WH. Adjusted
hospital death rates. Am J Pub Health. 1987;77:
1162-1167.

83. Green J, Passman LJ, Wintfeld N. Analyzing
hospital mortality. JAM A. 1991;265:1849-1853.

84. Dubois RW, Rogers WH, Moxley JH, Draper D,
Brook RH. Hospital inpatient mortality: is it a pre-
dictorof quality? N Engl J Med. 1987;317:1674-1680.
85. Kahn KL, Rogers WH, Rubenstein LV, et al.
Measuring quality of care with explicit process cri-
teria before and after implementation of the DRG-
based prospective payment system. JAMA. 1990;
264:1969-1973.

86. ThomasJW, Holloway JJ, Guire KE. Validating
risk-adjusted mortality as anindicator for quality of
care. Ingquiry. 1993;30:6-22,

87. Hartz AJ, Gottlieb MS, Kuhn EM, Rimm AA.
The relationship between adjusted hospital mortal-
ity and the results of peer review. Health Serv Res.
1993,27:765-777.

88. Park RE, Brook RH, Kosecoff J, et al. Explaining
variations in hospital death rates, randomness, sever-
ity of illness, quality of care. JAM A. 1990;264:484-490.
89. Best WR, Cowper DC. The ratio of observed-to-
expected mortality as a quality of care indicator in
non-surgical VA patients. Med Care. 1994;32:396-400.
90. Schneider EC, Epstein AM. Influence of cardiac-
surgery performance reports on referral practices
and access to care. N Engl J Med. 1996;335:251-256.
91. Omoigui NA, Miller DP, Brown KJ, et al. Out-
migration for coronary bypass surgery in an era of
public dissemination of clinical outcomes. Circula-
tion. 1996;93:27-33.

92. Vogel RA, Topol EJ. Practice guidelines and
physician scorecards: grading the graders. Cleve
Clin J Med. 1996;63:124-128.

1607

The Risks of Risk Adjustment—lezzoni

s e =




Hospital Council of Western Pehnsylvania

500 Commonwealth Drive ¢ Warrendale, PA 15086-7513 « (724) 776-6400 « (800) 704-8434 o FAX (724) 776-6969
wwwhcwp.org

February 15, 1999

Marc P. Volavka SENT VIA: Fax and FedEx - 2/15/99
Executive Director ORIGINAL: 1995
Health Care Cost Containment Council MIZNER
Suite 400 COPIES: de Bien
225 Market Street Harris
Harrisburg, PA 17101 Sandusky
Legal
Dear Marc:

The Hospital Council of Western Pennsylvania (HCWP) is an association representing 38 acute care hospitals in western
Pennsylvania. Hospital Council is a key d~ta, strategic planning and advocacy resource for western Pennsylvania’s acute
care and specialty hospitals, long-term care facilities and rehabilitation centers. Throughout its 60 years of service, this
non-profit organization has earned a national reputation for its leadership and excellence in managing health care issues.

We appreciate the opportunity to comment on the proposed amendments to 28 PA. CODE CHS. 911 and 912, which
remove specific reference to a particular methodology currently used by the Pennsylvania Health Care Cost Containment
Council (the Council). These amendments will afford the Council flexibility in selecting an alternative methodology for
measuring provider quality and provider service effectiveness.

In general, we are quite supportive of these regulatory changes and we appreciate the efforts of the Council to address a
very significant and costly issue affecting all Pennsylvania hospitals. These changes provide will enable the Council to
take actions that can result in an immediate savings to Pennsylvania hospitals well in excess of $40 million per year.
Pennsylvania will also be in a position to adopt a severity system comparable to those used by most other states.

In this letter, we are providing our recommendations on the following sections of the proposed rule making: the statement
of purpose, the fiscal impact statement, and the definition of patient severity.

Since 1988, the mandate to use the MediQual system has directly cost Pennsylvania hospitals well in excess of $400
million in data collection costs alone. For this amount of money, one digit from O to 4, indicating patient severity, has
been added to each medical record in the PHC4 database.

As you know, the two states which had previously mandated the MediQual system have rescinded that mandate, due to
the excess costs related to reporting requirements of the MediQual system and to the availability of high quality
alternative systems.

Independent published research has shown that less costly alternative severity systems exist that provide severity
measures of a comparable quality, but with a greater breadth than is provided by MediQual. Currently, severity adjusted
data analysis of hospital care provided in Pennsylvania can not be legitimately compared to similar studies in other states,
due to differences in the way severity scores are determined. The only comparative studies that can be made are among
Pennsylvania hospitals, or to the relatively few individual hospitals outside Pennsylvania that have voluntarily elected to
participate in the MediQual system.
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In order to remove any constraining ambiguity from the proposed regulations, we recommend the following:
1. Under the statement of Purpose, our recommendation is that the second sentence be modified as follows:

“In addition, the proposed amendments will enable the Council to change its vendor if the vendor fails
to meet its contractual requirements o.- if the Council, in consideration of other factors, determines
that a change of vendor is appropriate.”

Our recommendation makes it clear that the Council is free to change vendors based on consideration of a variety of
significant factors and irrespective of a given vendor’s performance.

2. Under the Fiscal Impact statement, we take issue with the statement that these changes will have no fiscal impact on
the regulated community, which includes every hospital in the Commonwealth. Although there will be no direct fiscal
impact due to the adoption of these regulations, the potential indirect fiscal impact on the regulated community will be
substantial. If the Council were to select the alternative vendor recommended by its Technical Advisory Committee, the
savings to Pennsylvania hospitals would exceed $40 million per year.

3. Under Annex A, Title 28. HEALTH AND SAFETY, PART VI. HEALTH CARE COST CONTAINMENT
COUNCIL, CHAPTER 911. DATA SUBMISSION AND COLLECTION, Subchapter A. STATEMENT OF POLICY,
section 911.1 Definitions, the following changes are recommended:

Patient severity

In order to provide the Council with the ability to give fair consideration to discharge abstract-based severity systems and
not be limited by regulation to only consideration of clinical data-based severity systems, the following definition of
patient severity is recommended:

Patient severity - A measure of severity of illness as defined by the Council [using appropriate] and
determined through the application of either: 1) a reputable discharge abstract-based severity
system using appropriate diagnosis, treatment and demographic indicators from the current
standard discharge abstract form, or 2) a reputable clinical data-based severity system using
appropriate clinical findings such as physician examinations, radiology findings, laboratory findings
and pathology findings or any other relevant clinical factors.

We feel these changes will provide the Pennsylvania Health Care Cost Containment Council with the latitude they need
to give fair consideration to alterative severity systems.

The interpretation of the definition as it is currently presented in the proposed rulemaking will limit consideration of the
Council to only those severity systems that require collection of specific clinical findings and indicators. Since this has
tremendous cost implications for the regulated community, this is unacceptable and truly undermines the stated purpose
of the amendments. To understand why, a background discussion is provided in the attached appendix.
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These recommended changes provide the Council with the opportunity to improve the data and analyses it provides. At
the same time, these changes demonstrzte that the Council is truly committed to health care cost containment. There is no
decision or action that the Council couid take that would help contain Pennsylvania hospitals’ costs now and in the future
more than the elimination of the current mandate and the adoption of a discharge abstract-based severity system.

Thank you for your consideration of these important issues. If I or my staff can provide any additional information
related to these comments, please call me.

Sincerely,

Ian G. Rawson, Ph. D.
President

Attachment

c Carolyn Scanlan, The Hospital & Healthsystem Association of Pennsylvania
Andrew Wigglesworth, Delaware Valley Hospital Council of HAP
The Honorable Dennis O’Brien, Representative, State of Pennsylvania
The Honorable Frank Oliver, Representative, State of Pennsylvania
The Honorable Harold Mowery, Jr., Senator, State Of Pennsylvania
The Honorable Vincent J. Hughes, Senator, State of Pennsylvania
AohnR. McGinley, Jr., Independent Regulatory Review Commission



Appendix
Background on Severity Systems

Severity systems are typically divided into two categories based upon the origin of the data they require. The first
category is termed “discharge abstract-based systems”. The second category is termed “clinical data-based systems.”

An extensive body of indepenéznt published research, as well as some non-published research conducted by specific
states, has identified differences in the severity findings and has focused on strengths and weaknesses of both categories
of severity systems. The conclusion of this extensive body of research is that, for types of patients addressed by both
systems, one category of severity system can not be considered superior or more accurate than the other. For adult
medical and surgical patients, the results obtained from the application of a clinical data-based severity systein are neither
better nor worse than the results obtained from the application of a discharge abstract data-based severity system. After
studying this issue, these conclusions were reflected in the recommendations of the Council’s Technical Advisory
Committee.

However, as is also reflected in independent research literature, discharge abstract-based se- ~rit systems provide much
wider applicability to other types of hospital patients. Specifically, the discharge abstract- based severity system
recommended by the Council’s Technical Advisory Committee, is significantly better than the MediQual system in
differentiating the severity among pediatric, rehabilitation and psychiatric patients.

Given the above conclusions, other factors must then be considered by the Council in selecting or in mandating a severity
system for use. Personal preference or familiarity by the Council and its staff is certainly one consideration. Another
consideration should be the comparable cost differences between clinical data-based severity systems and discharge
abstract-based severity systems, not only to the Council but also to the regulated community. A third consideration could
be the trend observed across the country for states to move away from clinical data-based severity systems and gravitate
toward discharge abstract-based systems.

As previously mentioned, the second consideration, specifically that of costs to the regulated hospital community, is a
very important issue to the hospital community. The reason for this concern is rooted in the inherent cost of providing
the required data for a clinical data-based severity system verses the cost of doing so for a discharge abstract-based
severity system.

A clinical severity system, like the MediQual system, requires extensive data collection and abstraction of clinical
indicators for each patient covered by the system. A discharge abstract-based severity system requires the submission of
data that is currently being collected for billing purposes on every patient. This data is already being provided directly to
the Council. The separate collection of clinical data required by the MediQual system costs each hospital between
$20.00 and $40.00 per patient. This is in addition to the annual software costs of the MediQual system, which are
significant.
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W Obfective: To determine whether assessments of
iiness severity, defined as risk for in-hospital death,
varied across four severity measures,

N Design: Retrospective cohort study.

R Setting: 100 hospitals using the MedisGroups sover-
ity measure.

N Patients: 11 880 aduits managed medically for ecute’

myocardial infarction; 1574 In-hosphial deaths (13.2%).
W Measurements: For each patient, probability of
death was predicted four times, each time by using
patient age and sex and one of four common severity
measures: 1) admission MedisGroups scores for prob-
abllity of death scores; 2) scores based on values for 17
physlologlo variahles at time of admission; §) Disease
Staging's probsbility-of-mortality model; and 4) All Pa-
tant Refined Dlagnasis Related Groups (APR-DRGs),
Patients were ranked according to probability of death
as predicted by each severity measure, and rRnkings
were compared aoross measures. The pressnce of
ebsence of each of six clinical findings considered 1o
Indicate poor prognosis in patients with myocardial
infarction (congestive heart failure, pulmonary edema,
coma, fow systolic blood pressure, low left venbiculer
ejection fraction, and high blood urea nitrogen level)
was determined for petients ranked differentty by dit-
ferent severity measures.

R Resuits: MedisGroupe and the physiology score
pgave 94.7% of patients mimilar rankings. Diseass Stag-
ing, MedisGroups, and the physiology score gave only
78% of patientz similar rankings. MedleGroups and
APR-ORGs gave 80% of patients similar rankings. Pa-
tents whose {linesses were more severe according to
MedisGroups and the physiology scoré wers more
likely to have the six clinioal findings than were patients
whoss llinesses werw more pevers according to Dis-
oas9 Staging and APR-DRGe.

W Conciusions: Some pairs of severity measures as-
sigred very different soverity levels to more than 20%
of patientts. Evaluations of patlent cutcomes need to be
gonsitive to the severity measures used for risk adjust-
ment.

Ann Intern Med, 1995;123:763-770.

From Harvard Medion! School, Beth [sra¢) Hospital, Botton
Vaiversity Medical Center, and Boston University, Boston, Mas-
sachusctts; the Brockion/West Roxbury Veterans Affaiss Medics!
Center, West Roxbury, Massachusetts; and the West Haven Vet
crans Affuirs Medical Center, West Haven, Connecticut. For
current suthor addresses, se¢ end of text.

Hospital and physician perforatance 33 increasingly scru-
tinized by organizadons fasging from state governments
to managed carc payers to local business coalitions (1-7).
Hospitals and mecdical practices also monitor their own
results 1o identify areas in which they can produce im-
provement and savings. Performance profiles of hcalth
care providers oftcn compare patlent outcomes, such as
death rates; comparing such outcomes across hospitals or
physicians generally requires adjustment for patient risk.
Risk adjustment recognizes that the underlying nature of
some patients’ diseases makes those patients more likely
thea others to have poor outcomes (8, 9).

More than & dozen risk-adjustment tools, often called
severity measures, have been created spedifically to ad-
dress health care administration and policy concerns (1-7,
10-12). Unlike dlinical measures of risk, which ean incor-
porate such factors as diseaso-epecific dinical findings,
complexity of comorbid illnest, and functional statos (13),
1everity micasurcs ratc patients on the basis of limited
data—cither computcrized bospital discharge abstracts
(14, 15) or information gathered from medical records by
using abstraction protocols indcpendent of specific dis-
cases (16~18). These methods goncrally focus on predict-
{ng hospital resowrce consumption or ip-patient death.
They are frequently proprictary, and their complete logic
is often unavailable for scrutiny,

Severity roeasures are now marketed widely to hospi-
tals, payers, business leaders, and governments. Some
states (Peansylvania, Iowa, Colorado, and Flodda, for
cxamplo), regions (such as Oeveland and Orlando), and

_payers’ produce comparative performance rtports of

health carc providers by using particular severity mca-
sures (1-5). Important decitions arc increasingly made on
the basis of scverity-adjusted patient outcomes. For ¢x-
ample, since 1986, Pennsylvania has required hospitals to
producc severity {nformation using MedisGroups. Payers
bave used MedisGroups-bascd reports 10 select bealth
care providers for managed care networks (5). Peansylva-
via’s “comsumer guide” (19), which compares bospital
death rates end average charges for coronary estery by-
pass graft surgery, was quoted by President Clintoa in his
22 Scptomber 1993 health care reform address to the
United States Congress (20):

We have evidence that more efficicat delivery of
health care docsn't dectease quality, ... Pennsylvama
discovered that prients who were charged $21,000 for
[coronary bypass] surgery received as good or better
care [based on MedisGroups scvcrity-adjusted death
rates} as peticnts who were charged 384,000 for the
same procedure in the same state. High prices stroply
don't aiways equal good guelity.

.Dcsp‘r!: the potentia) effects of scverity measures, rel-
atively litle independent information is available about

© 1995 Amerkan College of Physicians 763
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Severity Measure Source

Data Used and

Classification Approach Derivationd

Definition of Sevenity?

¢ metembaman, . anese 00 Sew 41 Y et e

P

MedisGroups (18)  MediQual Systems, Inc.

Qlinical data; In-hospital  Probability ranging from 0 t0 1 Empirical

(Westborough, death; score cxleulated modeling
Massachusets) within 64 discase
o o i g
Physiolugy score Patterned after xaunte Clinical data; in-hospital Integer score starting with 0; Empirical
physiotogy scoce of death for psticats in APACHE 11¥'s Acute ;nodeling with
APACHE Il (22, 23) intensive care unit Physwlogy Score rangex from  clinical guidance
010 252
Discase Staging SysteMetrict MEDSTAT Group Dischacge abatract; Probability ranging from 0 to 1 Empiric:_l
{24-26) (Santa Barbara, California) probability of modeling
in-hospital death

All Patieat Refined  IM Health Information Systems  Discharge abstract; total  Four severity classes (A, B, G, Empirical

Disgnosis Related  (Wallingford, Coanecticut) hospital charges and D) within adjacent wodeling with

Groups (27) : diagnosis-related groupsy tlinical guidunce

* AP 1l = Acuts Ptylology asd Chronic Health Eveluation HHL

1 D‘;C:lf :&[‘m - :.udud bospital-discharge dats chements, such as bata demographees and diagnosis and prateduce cudes. Clinical data = clinical
informadon, such as vital signs and test reradts, ab d from tbe medical rocord.

3 "Derivation™ indicates Ide princips) method uscd 10 ereste the severity scoring method, “Cliaical guidance™ reflects primanily the use of expent

priocipal m<th rRpe FA ;
physiciaa guidance; “empirics! wodeling™ indicates primarily the wsc of satistical techniques. . R .
a-celated groups were formed by grouping lndividual diagnosis-relaied grovps previoutly splinl by Pl snd

4. o
§ Ady diags

them (21). Because they are used to evaluate bospitals
and physicians, physicians must assess them, especially
with respect to their dinical credibility. In this article, we
focus on predicting in-hospital death using four severity
measures, and we ask three major questions: 1) How well
do severity measures predict im-bospital death? 2) Do
diffcrent severity measures predict diffierent likelihoods of
death for the samc paticnts? and 3) If so, whbat are the
dlinical characterietics of patients for whom very different
likclihoods of dcath arc predicted by diffcrent severity
measures?

Methods

Seventy Measures

We considerod four severity mcasures (Tabk 1): the admistion
MedisGraupe soocc (18), a physiology score patterned afier the
acute physiology worc of the Acute ' and Chronic
Heahh Evakiatioa, thind wersay (APACHE 111) (22, 23); Discase
Suglog's scalo predicting peobabllity of la-hospital death (24-
26); and All Paticat R:gned Diagnosis Related Groups (APR-
DRGs) (27). Thexe syxtems arc among the most promineat ap-
proeches used (0 adjust outcomes deta for severity ¢0 that they
can be used for stats Of tegional coruparsons scross hotpitals
(1-5) and for hospital activities such as internal monitoring,
negotiation of managed carc contracts, and physician profiling.

Each meanure defines soverity in ways that reflect that mea-
sure's goals, asdgning clther oumcrical severity scores or values
0n a coatinuous scale (Table 1) Discase Siaging and APR.
DRGs use data from standard hospital-discharge abstracts (14,
15). including patient age, patlent sex, and diagnoses and proce-
dures coded the lidorobonal Classificanon of Discoses,
Ninth Revision, Clinical Modification (1CD-CM). A discharge
absiract containg codes for all diagnoses treated during 2 parue-
ular hospitalization, regardless of when the diagnoses were made.
MedisGroups and the physiology score use clinical data ab-
stracted from medical records for only the first 2 days of &
hospitalizatioa.

Adthough the APR-DRGs measure was ot initially developed
to predict mortuity, it is used for such unalyses. For cxample,
lowa once required larger hospitaks ta produce MedisGroups
dats for severity-adjusted performance reponts, but it switched io
1984 10 using APR-DRGs—a less expensive, discharge-sbutract~
bused measure. This change was partisly motivated hy the pers
ceived high cott of McdisGroups medical record reviews, Other

e

states, such »3 Florida, alto uss APR-DRGs 10 cvaluate bealth
care provider perfocmance,

Database

To assign severity sconct o patients. computerized aigorfthms
were appliod to data enractod from the 1992 ModwGroups Com.
parative Databuse. BricBy, this database coatsiot the clinical
information collected using the MedisGroups dxta-gathering pro-
tocol and submitied 10 MedisGroups’ vendor, MediQual Sysierns,
lnc. The 1992 McdisGroups Comparative Databasc conlalas in-
formation on ali discharges madc in 1991 from 108 acvic carc
hosplials, which were chosen by MediQual Sysiems because of
£00d data quality aad in order 0 encompass a range of hoepital
characteristics.

To ensure adequate sample sizes {or hospital-level analyses in
aaother study (28), we eliminated eight low-volume institutions
(83 paticau total). The Amernican Hoepital Association anaval
survey provided information on bospital characteriatics.

Admission MedisGroupt soores were provided by MediQual
Systcema; soores for other messures bad to be asigned. The
MedieGroups database contains standard dischargs-abstract in-
formation, ictuding 1CD-SCM codes for at manmy as 20 diag-
noscs and SU procedures, iisted by bospital It also includes
values for key clinical findings from the admisslon perlod (gen-
erally the first 2 days of hospualizatiun), abstracted from medical
records during MedsGroups reviews (16-18). We used these
clinical findings (o creato physiology scores patlemed after the
APACHE 1] acute physiology score, summing weights specified
by APACHE 11l for cach finding {{or example, a pulse of 145
beats’min had 2 weight of 13 paints) (22). We could not replicate
exact APACHE 1 acute physiology scores because complete
values for the required 17 physiologic varisbics were unsvailable:
MedisGroupe truncates data colicciion in broadly defined normal
ranges (29). Previous rescarch (29) showed that 3 similarly de-
rived physivlogy score did well compared with the exset acute
phytiology scures of the second APACHE version.

Vendars scored e data for the two dischurge-abstract-bascd
severity meusures (Table 1). On the busis of their specifications,
vendors were sent computer files containlng the required dis-
charge-abstract data extracied from the McedisGroups dacabase.
We merged the scored data into a single analytic file with 100%
success,

Study Sample and Outcome Measure

Many tnteraal hospital monitoring programs and external eval-
uations, such ax Pennsylvenia®s MedisGroups initistive (19). sam-
plc puticnts by diagnusis-reluted groups. To paralie) this ap-
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proach, we selected all patients In the database who had been
hospitalized for medical trieatment of 3 new acute myocardial
tnfarction defined by diagnosis-related groups. We chose acute

rdial infarction because [t is & common condition. is
treated at most hospitals, and has a rclatively high monality rate.
We Included patients in diagnosis-related groups 121 (circulatory

computzd by a second scverity measure. The four severity mea-
sures thus yielded six 10 X 1D tables. one for each of the six
pajrwise compurisons, The aversge prodbabilitiet of death for
paticnts within cuch decile Indicated that a differeace of ihoee or
mote deeiles constituted an important difference In the predicted
likelibood of dying. For esch 10X 10 sbie, wo counted the
fractlons of ts who had 1) “similar™ predicted likelboods

disorders with acute rdial infarction and cardion lag
complication, discharged alive), 122 (circularory disorders with
acute oryocardial infarction without cardiovasculas conplication,
discharged alive), and 123 (circulatory disonders with acute myo-
cardial infarction, expired). Patlents had clther a priacipal or
secondary S-digit 1CD-9-CM discharge disgnosis code beginniag
with “410” and ending wath “1" (initial trcatment).

. Our outcome mecasure was in-hospital death. The Medis-
Groups data did not contsin information on deaths after dis-

charge.,
Analysis

Each sévérity measure was uscd 10 aalculate & predicted prod-
ability of death for each patient from a muitiverabls logistic
regression mode! that tncduded the severity score and dummy
varisbles representing a crott-clastification of patients by sex and
cight agec catrgorics (18—44, 45-54, 5564, 6569, 70-74, 15-79,
80~84, and =85 ycars of age). Severity scotes were entered as
either contiouous or cstegorical variables (Table 1). For Disease
Staging and MedisGroups, we used the logit of the probability as
tbe Independent variablke in the jogistic regression. All analyses
were done using the Sutistical Analysks Swtem, release 6,08
(SAS Institute, Cary, North Carolina).

Severity Measure Performance

We used ¢ and statistics as overall assessments of esch
severlty meacure’s abllity to predict {adividual patient death. The
¢ statixtic amcesex this ability as foliows: Wikn a person who has
dicd sad a penon who has lived are cach choten 21 random, ¢
cquals the probablility ‘that tho severity mcuud:fmdic(s a higher
tikclihood of death for the ooc who hax died (30) Higher ¢
vajues indicate better specificity and sensitivity (31, 32). A ¢ valoe
of 035 fodlcates that the modcl docs no beticr than random
chance: a ¢ value of 1.0 shows perfect perfonmance. The RY
statistic it commonly intetpreled a3 the percentage of variation in
outcomet explained by the model. It is typically lower for models
ol dichotomous outcoares (such at death) than for models with
continuout outcomes (tuch as length of stay). The R® matistic
adds iadependent inlormation to tbat contributed by the ¢ sta.
tistic for asscaming how well predictions match actual outcomes
(33).

[

imes ts of modcl performance arc overly op-
timistlc when the same data arc vsed o both dovzlop and cval
uste models. To guard agatnst this, we calculated cross-velidated
performancs measures (¢ and R%) as foliows (34): 1) we ran.
domiy split the data in balf: 7) we estimated cocflicients for each
mode! on the first hatf of the data and calculated “validated”
performance measures by applying thess coefficients to the sec-
ond half, and 3) we repeated this process, developing 1he model
00 the secoad half of the data and validating it on the first half.
Cross-validated ¢ and R? statistics represent the average of the
wo valldated saustics calculated on the two halves of the data.

For each severity measurs, we ranked patienu according to
their predicted prodability of death oo the basis of the multiva-
riable model. We then divided patients Into 10 groups of cqual
size (decilet 1 to 10) mecording to predicted likelihood of dying,
and we compared actual and predicted desth rates within each
decile, These figures suggest how well models separated patients
4th very high and very Jow visks forf death (modei alibration).
We also computed 2 Hosmer-Lemeshow chi-square statistic (35),
which measures differences between actual end predicted pum-
bers of deaths within the 10 deciles; goodoess of fit is tested by
compering this statistic to a chissquare distnbution with § de-
grees of freedam. Given our large sample size, even small dif-
ferences between observed and expected numbers of deaths were
staristically significapt.

Ranking Partients by Predicied Probabifity of Death
We ereated 10 X 10 tables, arraying patients within deciles
computed by one severity measure sgainst paticats within decdes

of dying (probabilitics of death calculated by severity messures A
and B were withln two declles of each other); and 2) “different™
predicted likeliboods of dying (probabilitisc of death cakulated
by scverity meatures A and B were three or more deciles spart).

We scpanated patients with “different™ predicted likelihoods of
dying Into two groups: those for whom the probebilitics calen-
lated by severity mecasure A were aiuch higher than the prode-
bilities caleulated by scverity measure B: and those for whom the
probabilities calculated by severity measure A were much lower
than the probabilitles calcutated by ceverity measure B, Coocep-
tually, the former group represents paticots viewed as “morc
sick” by mcature A than by measure B, and the latter group
represents patients viewed a3 “less skek”™ by measuro A thaa by
messure B i

Testing Clinical Validity

After finding thst difficrent sevexity measures resulted in very
different raskings of the predicted likelibood of dylng for the
ssme patients, our next question was, Which severity measure
corvelated better with clinical findings thought to represeot se.
vere fllnesx in patients with scute myocardial infarction? As a
preliminary cxamination of thit question, we reviewod the bitee-
afire on predicting fmminent death from myocardial infarction
(36-43), We sclected six important clinica) findings identified in
the fist 2 days of haspitalnation: congestive beart failure, puf-
monary edema, coma, low systolic blood (<60 rom Hg),
low left ventricular ejestion fraction (50.35), and elevated blood
urea nitrogen level (231 mg/dL). .

We examined each clinkcal finding Individually for itz rclation
to in-borpital death by creating 2 X 2 tebles (finding present/
abscnt by dead/alive) and alaulatisg chi-squarc statistics. We
akso computed two logistic regression models: Both had dumany
vatiables for cach climenl finding, and onc also included age and
sex categories, We report odds ratlas with 93% Cls for death for
each clinical finding. Results are given x SD.

We counted the percentage of paticnts with cach clinianl od-

ing am Ea-nom with different predicted likelihoods of dylng
for “;)cg,‘ of severity moeaures,

Analyses of ICD-9-CM Complication Codes

The predictive abdity of discharpe-abeirsct-bascd mesnass
could relate to the fact that these measures consider all discharpe
diagnosis codes, regardicss of whether the conditians coded for
wete preacnt &t sdmission or developed ssbaoquently. To eam.
Ins whether discharge-abstract-based measures relied heavily co
conditions developing after admission, we used ICD-9-CM axdes
fo deflae serious conditions, Including cardisc arTeet, sespimatory
arrest, respiratory feilure, aod coma. We did analyses identical to
those done with the six clinial findings (zec above) using these
conditions defined by [CD-9-CM codes.

Results

The final data sct contained 11880 paticnts and 1574
in-hospital deaths (13.2%). Peticots renged from 19 to
103 years of age (mcan, 683 * 13.3 ycars); 58.1% of
patients sere men. For Disease Stsging and APR-DRGs,
ample pumbers of diagnosis codes were usually present
for rating severity (mean, 5.6 = 3.0 diagnosis codes per
patient). Only 4.2% of patients had 1 discharge diagnosis
code; 43.4% had more than 5 diagnoses listed; and 102%
had 10 or more diagnoses listed.

Fifty-five of the 100 hospitals were in Pennsylvania, and
16 were from the southern United States. The 100 hos-
pitals were generally larger, more likely 1o offer cardiac
intcnsive care, more likely 10 b urban, less Jikely to be
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Table 2. Severity Measure Performance for Predicting
Death: Statistical Fit on A)l Cases snd Cross-Validated
Statistics*

Sutistical Performance Sevenity Measure

Meesuro Medis- Fhbytiology Discase APR-
Groups  Scoce Staging DRGs

¢ statistic 0834 0832 0862 0842

Cross-validated ¢ statlstic 0833 0.831 0.861 0.841

R statistic 0228 0.230 02720 0200

Crotsvalidated R? statistic  0.226 o8 0268 0.1%

* APR-DRQs = All Paticol Refined Diagoosis Related Groups.

Comparison of Patieats with Differeat Predicted
Likelihoods of Death

Table 4 shows the percentage of patients with simfar
and different predicted probabilities of death for pairs of
severity measurcs and the percentage of patlents who
died within cach group. The raakings of MedisGroups
and thc physiology scors were gencrally similar; these
measures assigned similar likcliboods of dying to 94.7%
of patients. In contrast, the two discharge-abstract—based
measures frequently disagreed with the cdlinical data-
basod measures about patient severity, ranking many pe-
ticnts differontly according to likelihood of dying. For

‘exampk, MedisGroups and Disease Staging ranked 223%

public, and more Involved in teaching than other general -

acute care Insdmitdons natlonwide (28).

Statistical Performance

The four seyerity measures varied in their statistical
performance as measured by their ¢ and R? values (Table
2). Cross-validated performance was identical to or only
0.01 points lower than the performance of models devel-
aped uting the entire data set. The two clinical date-
based measures (MedlsGroups and the physiology score)
had almost identical ¢ and R? values, The two discharge-
sbytract-based measures (Disease Staging and APR-
DRGs) bad similar ¢ statistics, which were slightly higher
than thoe of the clinicel data-based measures.

Table 3 shows the acrusl and predicted death rates for
paticats within each of the 10 deciles. All scverity mea-
sures arraycd patlents aloang wide ranges of predicted
probabilitics of death. Diseaso Staging had the broadest
raoge: Patlenty In the losrest decile bad a predicted death
rae of 0.4% (actual death rate, 0.3%), and those In the
highest decile bad a predicted death rate of 59.7% (acrual
death rate, 58.4%). As measured by the Hosmer-Leme-
show chi-square statistic, MedisGroups had the best cali-
bration: The actual and predicted death rates withia each
of the 10 decles we¢ vot significantly different (P =
0317). However, given the large sample sizz, it was ot
surpriting that the Hosmer-Lemeshow values for the
other three messures were statistically significant, cven
wheo differences between the actual and predicied death
rates within deciles appeared small,

Table 3, Actunl and Predicted Death Rates within 10 Deciles®

of patients very differently.

Padents viewed as sicker by the discharge-absrmract-
based measures than by the clinical data-based meesures
had a higher death rate than did those viewed as less sick
by the former measures than by the latter, For example,
of the 11.0% of paticnts vicwed as sicker by Disease
Staging than by MedisGroups, 16.5% dicd; in contrast, of
the 113% of paticnts viewed as sicker by MedisGroups
thest by Discasc Staging, only 108% dled,

Clinical Validity Analysis

Bach of the six clinical findings had & strong fudividual
relation (P < 0.0001) with in-hospital death (Table 5),
which xsupporss the walldity of thesc findings as indicators
of risk for death from acute myocardial infarction. Ths
logistic regression that included age and sex plus the six
dinica) findings Yiclded a ¢ statistic of 0.81 gnd an R?
value of 021, When controlling for other clinical findings
(but not age and sex), the odds ratios for predicting
in-bospital death were as follows: congestive heart failure,
1.66 (95% CI, 143 10 1.93); pulmonary edema, 122 (A,
1.00 10 1.49); coma, 11.75 (CT, 952 o 14.51); low systolic
blood pressure, 6.38 (CI, 5.16 to 791); low ejecdon frac-
tion, 1.29 (C1, 1.04 to 1.60); and clovated blood wrea
nitrogen level, 3.38 (T, 3.13 to 4.07),

Tadble 6 shows thc percentage of patlents with cach
clinjeal finding among paticnts for whom pairs of severity
measures produced different likelthoods of dying. For ex-
ample, 11.2% of paticnts viewed as sicker by Mcdis-
Groups than by Discasc Staging bad low systolic blood

Declie MedisGroups Physiology Score Diseace Staging APR-DRGs
Actual Predicted Actual Predicted Actual Predicted Actual Predictcd
o« R
1 03 0.6 03 0.7 03 04 0.0 0.7
2 13 1.8 13 21 0.4 12 09 20
3 24 3.1 24 33 15 23 1.6 238
4 38 45 45 5.4 29 36 30 3.7
5 5.7 63 SA 65 40 53 456 4.6
6 9.5 85 106 86 8.4 26 87 62
7 121 115 129 112 121 10.7 ns 9.9
8 173 162 165 155 17.8 139 203 20.4
9 2.9 234 237 239 26.6 25.7 361 326
10 539 T 548 54.9 33.7 584 59.7 45.4 49.6
Pvelue 0317 0.004 0.002 0.00Q1

* Desiles wert creatzd by ranking patients acxording lo incrzasing predicted likellhood of dying on the basis of severdty scoee, sge, and scx and by
¢ividing them iato 10 equal groups. APR-DRG = Al Fatlent Refined Dizgnesis Retated Groups.

766 1S November 1995+ Annals of Intemal Medicine +

Volume 123

« Numbzr 10

A S

LN e

YRS
o : .

e s s,

e s

A

SRECERFRIB"

1ra W

VT Ereo Legrrg o o '

E -

geEFEsdogaen xe ~

=4

§g e




Table 4, Percentage of Patients with Very Different Relative Predicted Probabilitles of Death Calculated by Pairs of

Severity Measures and Percentage of These Patients Who Died®

Severity Measure Comparison of Prodicted Likclibood of Dylog by Sevcrity Measure
A B A's Prediction Similar A's Prediction Much A's Prediction Much
10 B's Prediction Higher than B's Prediction Lower than B's Prediclon
+ FPotients, % (Patients Who INed. %) —_—
MedisGroups Physiology Score 94,7 (13.2) 2.7 (117 26(14.5)
MedisGroups Diseass Staging 71.7(13.1) 13 (10.8; 1L0(16.5)
McdisGroups APR.DRGs T4 (127 102 (13.2) 104 (172)
Physiology Score Disease 8 718(132) 115(103 10.7 (16.8)
Physlology Score APR-DRGs 80.1 (12.6) 9.8 (133 10.1 (18.7)
Discasc Staging APR-DRGs 8.0 (13.8) 69(11.2 9.1(53)

* Total patlents = 11880, APR-DRG = All Patdent Refned Diagnosis Related Groops.

pressurc st admission; in contrast, only 0.8% of paticnts
scen 88 sicker by Disease Staging than by MecdisGroups
bad Jow systolic blood pressure, Paticats viewed as sicker
by MedisGroups were more likely to have each of the six
Andings lhanmpahmts gecht as sicker by Discase
Stagng.

Ingeuenl.pmcutsvwwedumkcrbya,dmca]dam-
based measurc than by a discharge-abstract-based mea-
sure were more likely to have ¢ach clinical finding than
wero paticaots for whom the opposite was true,

Analyses of ICD-9-CM Complication Codes

Mot complicatioos defined by JCD-9-CM codes oc-
cured too rarcly to allow nigorous statistical analysix. In
ope exception, 6.0% of paticats had cardiac arrest codes;
60.4% of these patenis dled, compared with 10.2% of
paticnts who did not have cardiac arrest codes (P <
0.001). Among paticnts viewed as sicker by Discase Stag-
ing than by MecdsGroups, 162% bad cardiac arrest
codes; oaly 0.4% of paticots scen as sicker by Modis-
Groups than by Discase Staging had cardiac arrest codes.
The comparison of Disease Siaging and the physiology
score produced similar findings. Thesa revults, albeit pre-
liminary, support thc idea that codcs such as that for
cardiac arrest play an jmportant role in discharge-ab-
stract-based ratings of patient scverity. .

Discussion

Detalled evaluation of severity measures appears to bo
a parrow mcthodologic pursult, far removed from daily
medical practice. Nevertheless, severity-adjusted death
rates ar¢ widely uscd as putadve quality indicators in
bealth care provider “report cards™ (1-7). Becausc sever-
ity measures could significantly affect thelr practices, phy-
sicians should assist—and possibly 1ake the lcad—in eval-
varing the validity of these measurcs. Examining the
clinical credibility of severity measures demands extensive
physician input. Physicians should ¢nsure that the meth-
ods used to cvaluate clinleal performance are opea to
external scrutiny.

Our findings suggest, bowever, that interpreting such
evaluations b complicated, The “take-bome”™ messages of
these evaluations may not be 2 definitive “This measure is
good and that is bad.” Discharge-abstract-based xeverity
measures (Disease Staging and APR-DRGs) were slightly
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betier sble to predict death (measured by ¢ and R va)-
u¢s) than the clinical data—bascd measures (MedisGroaps
and the physiology score). In contrast, MedisGroups and
the physiclogy score bad better clinieal eredibility (rcla-
tions with six clinical indicators of risk for death from
acute myotardial infarction) than Discase Staging and
APR-DRGs, Thus, the discharge-abstract-based measures
bad better predictive validity, and the dinkcal data~based
measures had better clinical validhy.

. Differences between severity measurcs that ocar on
the basis of their datx sources have important beslth
policy implications, suggesting a trade-off betweca data
costs and clinical credibility. Because discharge-shetract
data are routinely produced by hospitals, they are gener-
ally avallable, computer accessible, and incxpensdve, These
advaatages have Jed some provider cvaluatlon initiatives
aroend the country (for example, in California, Connect-
icut, Florida, New Jersey, and Oblo) to usc discharge
abstracts. As stated carlier, lowa switched from Medis-
Groups to APR-DRGs largely because of data costs, Be-
cause discharge abstracts often result from billing, how-
ever, somo investigators have questioned whether finzecial

Table & Frequency of Clinical Fiodings sad Associated
Dcath Rates*

Clinkca! Finding a1~ Patients In-Howpltal Deathst
Admission Patienas Padcns
with Qlinical without Clinical
Finding Finding
— n(%) —
Coungestive heart
faidurc 1804 (152) 412 (22.8) 1162 (11.5)
Puimonery edema 854 (72) ~ 216(253) 1358 (123)
Coma 503(62)  333(662)  1241(10.9)
Low syrtolic blood
presswre (560
mm Hg) 487(4.1) 259(532) 1315 (11.5)
Low left ventricular
ciection fraction
(=035) T4(62) 139(189)  1435(129)
Flevated blood ures
nittogen level
(=31 mgfdl) 2119(12.8) €57 (31.0) 917 (9.4)

Any dlinica] finding 4308 (363) 1129 (26.2)

* Total paticots = 11 880,
12 = 0.000] for comparison of desth rates of patients with and wickout
eazd specific dlnica) finding.

445 (5.9)

* Numberl0 767

e
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/ri'glc 6 Percentage of Pallents with Very Different Probabillties of Death Predicted by Different Severity Methods Who

o~ Had Specific Clinical Findings*

Relative Predicted Probability of Death for-Pairs

Qlinicst Finding at Admiasion

of Severiry Mecasurcs CHF Pulmonary Coma LowSBP LowLVEF  High BUN  Any
Edema

+ Pailenss, % >
MedisGroups > Physiology score (n = 324) 13.7 43 0.0 120 14,5 6.5 2.6
MedisGroups < Physiology score (n = 310) 12.6 8.1 223 14 6.1 242 552
MedisGroups > Discase Staging 2:1 = 1337) 2S5 11.2 34 1).2 10.1 7.5 55.9
MedisGroups < Discase Stagiog (n = 1312) 102 45 28 08 4.8 8.5 4.1
MedisGroups > APR-DRGs (n = 1209) . 16,0 89 28 10.7 7.8 23 45.6
MedisGroups < APR-DRGs (n = 1235) 15.1 71 30 04 6.6 121 328
Physlology score > Disease Staging (5 =~ 1368) 213 116 6.1 YA 7.1 313 553
Physiology score < Discasc Staging (n = 1271) 13 40 00 LS 7 50 ne
Physiology score > APR-DRGs (n = 1159) 164 93 59 84 49 244 470
Physlology scote < APR-DRGs (n =~ 1201) 15.7 6.4 0.0 1.3 18 85 303
Dfsease Staging > APR-DRGs §n = 814) 106 47 37 a3 - W | 119 ‘W2
Discase Staging < APR-DRQs (n = 1082) 242 11.6 3.0 33 8.6 23.8 515

* AFR-DRG = All Patient Retined Diagnosis-Related Groups; CHF = congeative heart failure; Low SBP = systolic blood pressure %60 mm Hy Low
LVEF = left ventricules cjestion traction =05; High BUN = bload urea nitrogen lovel 231 mgAl: Any = any of these six Audiogs,

wotvalions compronuse data accuracy (44-46). In addition,
the clinjcal joforroation contained in discharge abstracts is
limited (47). Nonetheless, our finding that the discharge-
abstract~based measures were somewhat better able to
predict death supports the cholee of these measures.

However, the slightly better predictive ability of dis-
charge-abstract-based measures may result from their in-
dusion of all diagnoses: These measures review all dis-
charge diagnosis codes, Including codes for cardiac arrest,
1espiratory arrest, ventricular fibrillation, and cardiogenic
shock, regardless of when these ¢vents occurred. Consid-
eration of the codes may also explain why petients viewed
as sicker by the discharge-abstract~based measures than
by the clinical data—based measures had higher death
rates (Table 4),

Groups around the United States erc drawing infer-
cnces about health are provider quality oa the basis of
death rstes adjusted for severity using discharge-abstract
data (1-4). Howvver, this raises obvious coocerns: If qual-
ity Is t0 be judged by using severity-adjusted death rates,
adjustroent showld consider only preexisting coadidons,
not those that develop after hospitalization (48, 49). Oth-
ervise, events occwring late in the hospital stay (possibly
as 2 roult of poor care) may mask the detection of
deaths due to poor quality. Thus, we focused our cljpical
agalysis on findings from the fisst 2 days of bospitaliza-
ton. If severity measutes er¢ used to judge quality, it may
be reasonable to trade some predictive ability for greater
clinjcal credibility.

Nevertheless, another trade-ofi remains: Abstracting
clinical information from medical records js costlier than
relying oo existing discharge-abstract data. Given cost
covcerns, one potadle finding is the similarity of the Me-
disGroups and physiology score results. Our physiology
score was patterncd after the acute physiology score of
APACHE III, using only information from the clinical
literature (22). We included pbysiology scores, not to
aemine APACHE specifically, but because of growing
interest in creating “minimum clinical data sets” contain-
ing small numbers of clinical vasiables. Altbough APACHE
wtights arc onc way 1o use such variables, other ways

exist. The physiology scote requires 17 dinical variableg,
whercas MedisGroups' data abstraction protocol examines
more than 200 potential findings, regardiess of paticots’
diagnoses.

Our study bas important limitations. We looked at just

one conditon. The database contalned Information only

from bospitals using McdisGroups; independent informa-
tion about data reliability was unavailable. The ciinical
findings were specifically gathered for MedisGroups scor-
ing, possibly giving MedlsGroups an advantage in statis.
tical performance and the clinical validity anatysis. The
MedisGroups algorithm for rating the severity of ischemic
heant djsease explicitly considers ‘congestive heart failure,
come, low cjection fraction, Jow systolic blood presvuse,
and high blood urea pitrogen levels, among many other
vershies (13). All measurcs are periodically revised;
newer versions may provide difforent results.

The MedisGroups database contains information on
only in-hospital deaths. Knowing mortality rates after dis-
charge permits holding the “window of observation” con-
stant (for examplk, tt 30 days after admission). This is
important when comparing paticnt mortality across beaith
care providers with different discharge practices (50).
Howcever, comparing death rates across hospitals was not
our goal, We¢ bave 0o reason to expect that our overnll
finding—that different severity measures rapked many pa-
tieots differently according to probability of death—would
be different If we bad looked at 30-day mortality.

Finally, our work is pot & comprehensive compagative
cvaluation of severity systeoxs; a completc study would
require atteation to additional issues. Commenting po the
evaluation of quality measurement methods, Donabedian
(51) suggested that “the concept of validity is fwell made
up of many parts [and] covers two large domains. The
first has 1o do with the accuracy of the data and the
precision of the rocasures that arc constructed with these
data. The second has to do with the justifisbility of the
inferences that are drawn from the data agd the messure-
ments.” Using this conccptual framework, a major re-
maining challenge is to examine whether judgments made
on the basis of severity-edjusted death rates arc justified.
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Docs this information reslly offer insight into health care
provider qualiry?

Our resulls suggest that mortality anelyses require sen-
sitivity 1o the scverity adjustment measure used. Because
differcnt measures often rank the samc patients ac differ-
ent severity levels, different hospitals or physicians may be
yicwed 3s having particularly good or bad risk-adjusted
paticnt death rates, depending oo the severity adjustment
measure used. Our findings also raise concern about the
use of severity scores (or predictions of imminent death)
in making decisions about care for individual paticats,
because perceptions of the illness severity of individual
patients may depend on the specific severity meesuee
used.

Given the potential cffects of scverity mcasures on pa-
tients and health care providers, a forma] process to ¢val-
uate them ssems justified. Reason suggests that before 2
method is used {o judge health care provider perfor-
mance, it should be proven to meesure quality. In the
current health policy environment, however, rules of evi-
dence and proof appear to be reversed. Becanse they are
often the only measures available, severity-adjusted mor-
tality rates will be used as indicators of health care pro-
vider quality until somcone proves that they are not ap-
propriste for this purpose, A definitive study is unlikely to
be donc anytime soon: Such rescarch is expensive, and it
poses the daunting challenge of defining “‘gold standard™
quality measures. Nevertheless, both the public and bealth
care providers peed assurance that the information gen-
erated by using scverity measures is valld.

Gront Sageoct: This rescarch wae tuppostsd by pant RO HS06742-08
frocn the Agency for Health Care Policy and Research. Dr, Daley & Seafor
Research Amocale, Carcer at Program of 1be Depactment of
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THE HOSPITAL & HEALTHSYSTEM ASSOCIATION OF PENNSYLVANRA™ =1V /7T

Carolyn F. Scanlan 99 FEB x 9 PH 3: SS
President and Chief Executive Officer
BRI

S s S:ON .
February 16, 1999
Mr. Marc P. Volavka ORIGINAL: 1995
Executive Director E%??gg N
Pennsylvania Health Care Cost ’ dzcgien

Containment Council Harris

225 Market Stl‘eet, Suite 400 Sandusky
Harrisburg, Pennsylvania 17101 Legal

Re: 28 PA. Code Chapters 911 and 912
Dear Marc:

The Hospital & Healthsystem Association of Pennsylvania (HAP), on behalf of its
members (more than 225 acute and specialty hospitals and health systems in the
commonwealth), appreciates the opportunity to comment on the Pennsylvania Health
Care Cost Containment Council’s proposed rulemaking (published in the Pennsylvania
Bulletin on January 16, 1999) amending the council regulations.

The current regulation specifies a particular methodology to evaluate the effectiveness of
patient care. That methodology was selected based on available systems in 1987. By
specifying a particular methodology, the council is precluded from selecting a different
vendor and/or methodology that may be more effective and economical. As HAP
understands the proposed amendments, their purpose is to give the council the flexibility
to utilize a different vendor if it appears that a more effective and economical system is
available. It also gives the council the opportunity to rapidly seek another vendor and/or
methodology if the current vendor (MediQual) fails to perform. Based upon this
understanding of the intent of the proposed amendments, HAP supports the proposed
rulemaking.

Two relevant issues regarding the proposed rulemaking require specific attention by the
council, the Independent Regulatory Review Commission, and the legislature. The
council needs flexibility to select a patient severity methodology which allows the
council to measure the effectiveness of health care providers. Additionally, the potential
impact of the proposed rulemaking needs to be better understood. The following
observations/ recommendations address these two issues. '

4750 Lindle Road

P.O. Box 8600

Harrisburg, PA 17105-8600
717.564.9200 Phone
717.561.5334 Fax
cscanlan@hap2000.org




Mr, Marc P. Volavka
February 16, 1999
Page 2

Patient Severity

To ensure that the council has the needed flexibility to select a more effective and
economical severity methodology, it is important that the amendments permit the council
to consider the full array of severity adjustment systems currently available and which
may be developed in the future. The proposed change in the definition of “patient
severity” could prove to limit the council’s flexibility in selecting an alternative
methodology, even if the alternative methodology provides better and more complete
information on the effectiveness of health care providers.

HAP recommends that the council modify the definition of “patient severity” to
afford greater flexibility in selecting severity methodologies. HAP recommends the
following definition of “patient severity” be used by the council in final rulemaking:

Patient severity—A measure of severity of illness as defined by the council
through the application of either: 1) a reputable discharge abstract-based severity
system using appropriate indicators (i.e., diagnosis, treatments, demographics,
and resource utilization) from the standard patient discharge abstract; or 2) a
reputable severity system using data (i.e., diagnosis, treatments, demographics,
and other relevant factors) abstracted from individual patient records.

Potential Economic or Fiscal Impact

Adoption of the proposed rulemaking, in and of itself, will have no fiscal impact. The
proposed amendments will not, per se, impose additional paperwork requirements.
However, when the council chooses to exercise the flexibility afforded it through the
proposed rulemaking there is the potential for significant impact (positive and/or
negative).

Currently, hospitals incur significant costs and paperwork requirements associated with
collecting data using the mandated MediQual system (estimated at $40 million to $50
million annual cost for all Pennsylvania hospitals). These costs include the fees paid by
hospitals to MediQual to license the mandated severity adjustment system as well as the
cost for personnel to manually complete MediQual patient abstract forms for
approximately 1.3 million inpatient discharges per year, enter the abstracted data into the
proprietary MediQual software, transmit the abstracted data to MediQual, and validate
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the abstracted data. Additionally, the difficulties encountered in implementing
MediQual's Atlas 2.0 software illustrate the potential for unnecessary burdens on
hospitals. The costs of the MediQual mandate are in addition to the costs hospitals incur
in creating standard patient discharge abstract data sets that are submitted directly to the
council for all inpatient discharges and all ambulatory surgery cases.

Two of the council’s stated ongoing objectives are “to make data collection more
effective and to potentially reduce costs incurred by reporting providers.” Consequently,
if the council elects to adopt a different methodology and/or vendor, the cost of
compliance should be a principal consideration. The council should also consider the
benefits to the commonwealth of adopting a different methodology. If an alternative
methodology provides better information on the effectiveness of health care providers, all
Pennsylvania residents, their insurance companies and/or their employers could make
better choices on selecting providers. Improved information on the health care market
and potentially lower costs of compliance could spawn a more competitive market which
could improve the quality of care at a lower cost.

HAP recommends that following adoption of the final-form publication of revised
amendments (see patient severity above) the council exercise due diligence in
exploring alternative severity adjustment systems for possible adoption. Due to the
potential direct impact on the regulated community, the council should seek
involvement of the regulated community in the selection of a severity adjustment
methodology.

In summary, HAP supports the intent of the proposed regulations and believes that they
can be improved by enhancing the definition of “patient severity” to allow the council
greater flexibility in evaluating severity adjustment methodologies. Additionally, HAP
recommends that, upon adoption of the proposed rulemaking, the council exercise due
diligence in evaluating severity adjustment systems with the active participation of the
regulated community.
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HAP is committed to improving the timeliness, quality, and effectiveness of data reported
to and by the council. We believe that the proposed rulemaking is an important step in
reaching this objective. We offer our cooperation and assistance in whatever capacity is
needed. If you have any questions, or if we can be of further assistance, please feel free
to call me at (717) 561-5314 or Martin Ciccocioppo at (717) 561-5363.

Sincerely,

(i M Nisdie

CAR LYNF. SCANLAN
Presxdént and Chief Executive Officer

CFS/mjc

¢: Honorable Dennis O’Brien, Chair, House Health and Human Services Committee
Honorable Frank Oliver, Minority Chair, House Health and Human Services Committee
Honorable Harold Mowery, Jr., Chair, Senate Public Health and Welfare Committee
Honorable Vincent Hughes, Minority Chair, Senate Public Health and Welfare
Committee
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ﬁ?édld1n In—Hos ital Mortality: A comparison of severity measurement approaches.

Medical Care, April 1992, Vol. 30, No. 4; 347 - 359.

Iezzoni, Ash, Coffman, Moskowitz

(Pg. 357, paragraph 4)

..First, clinical data appeared to be substantially more predictive of in-hospital death than
administrative information. Second, a potentially economical and relatively powerful
predictor of in-hospital mortality for the five conditions under study (stroke, lung cancer,
pneumonia, acute myocardial infarction, congestive heart failure) could be achieved
using a smaller number of clinical variables (e.g., those used in the APS or out 10 KCF’s
model). Third, the ability of admission severity findings to predict inpatient survival
varied by condition, and although general, physiologic parameters formed the core subset
of predictors of inpatient death, disease-specific parameters were also important. As a
result, a generic severity model may not be the most powerful approach for predicting
death in specific conditions. A productive approach for risk-adjusting, in-hospital
mortality figures may involve adding a small subset of variables to a core generic,
physiologic subset. Finally, the most efficient use of the data requires condition-specific
weighting of even the generic clinical findings. Even the best such models will not be
able to predict specific instances of death but can only provide severity-adjusted
expected death rates among groups of patients.

Predicting Who Dies Depends on How Severity is Measured: Implications for evaluating |
patient outcomes, !
Annals of Internal Medicine, November 15, 1995, Vol. 123, No. 10: 763 - 770. ‘
Iezzoni, Schwartz, Ash, Daley

Results: MedisGroups and the physiology score gave 94.7% of patients similar rankings.

Disease staging, MedisGroups, and the physiology score gave only 78% of patients

similar rankings. MedisGroups and APR-DRGs gave 80% of patients similar rankings.

Conclusions: Some pairs of severity measures assign very different severity levels to

more than 20% of patients. Evaluations of patient outcomes need to be sensitive to the

severity measures used for risk adjustment.

(Page 764, paragraph 3)

Although the APR-DRGs measure was not initially developed to predict mortality, it is
used for such analyses. For example, Iowa once required larger hospitals to produce
MedisGroups data for severity-adjusted performance reports, but it switched in 1984 to
using APR-DRGs—a less expensive, discharge abstract-based measure. This change was
partially motivated by the perceived high cost of MedisGroups medical record reviews.
Other states, such as Florida, also use APR-DRGs to evaluate health care provider
performance.




(Page 767, paragraphs 4,5)

...Discharge abstract-based severity measures (disease staging and APR-DRGs) were
slightly better able to predict death (measured by ¢ and R’ values) than the clinical data-
based measures (MedisGroup and the physiology score). In contrast, MedisGroups and
the physiology score had better clinical credibility (relations with six clinical indicators
of risk for death from AMI) than Disease Staging and the APR-DRGs. Thus, the
discharge abstract-based measures had better predictive validity, and the clinical data-
based measures had better clinical validity. ,

Differences between severity measures that occur on the basis of their data
sources have important health policy implications, suggesting a trade-off between data
costs and clinical credibility. Because discharge abstract data are routinely produced by
hospitals, they are generally available, computer accessible, and inexpensive. These
advantages have led some provider evaluation initiatives around the country (California,
Connecticut, Florida, New Jersey, and Ohio) to use discharge abstracts. ... In addition, the
clinical information contained in discharge abstracts is limited. Nonetheless, our finding
that the discharge abstract-based measures were somewhat better able to predict death
supports the choice of these measures.

The Risks of Risk Adjustment
JAMA, November 19, 1997, Vol 278, No. 19, Pages 1600 - 1607

Lisa Iezzoni, MD, Msc

Results: The severity measure called Disease Staging had the highest C statistic (which
measures how well a severity measure discriminates between patients who lived and
those who died) for acute myocardial infarction, 0.86; the measure called all Patient
Refined Diagnosis Related Groups, had the highest for CABG, 0.83; and the measure
MedisGroups, had the highest for pneumonia, 0.85 and stroke, 0.87. Different severity
measures predicted different probabilities of death for many patients. Severity measures
frequently disagreed about which hospitals had particularly low or high z scores.
Agreement in identifying low- and high-mortality hospitals between severity-adjusted
and unadjusted death rates was often better than agreement between severity measures.
Conclusions: Severity does not explain differences in death rates across hospitals.
Different severity measures frequently produce different impressions about relative
hospital performance. Severity-adjusted mortality rates alone are unlikely to isolate
quality differences across hospitals.
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Re: Assessment of severity adjustment systems (Meeting at 9:30 AM, April 30", Council
officc) - :

Thank you for agrecing to scrve on the RFI committee which will make a final
recommendation(s) to the Council at the May 7th meeting regarding its (the Council’s) use of a
system 10 adjust for paticnt differences in iliness severity and/or risk. This is a very important
responsibility and I appreciate vour willingness 10 take time out of your busy schedules to be of

assistance. As you know, we are meeting at 9:30 AM, Thursday, April 30th at the Council
office. : o

Let me provide some background and how I think we shonld proceed on the 30th. I want to

> Abagl]

stress that what we have gone through is 2 Request for Information process, not a Request for
Proposal. We have not solicited bids in order to select a new vendor; the Council’s motion
stmply asks for an assessment of alternatives._After an extensive process, with thorough reviews
by two independent and separate panels, we have narrowed the choice to two systems. One of
these systems, MediQual, is the Council's current vendor whose system is based on data derived
from patients’ actual medical records (commonly known as a clinically based system). The

sccond, 3M, is based on data derived from hospital billing records (commonly known as an
administrative system),

What bas happened to date

This process began with the Council’s motion of September 4, 1997 that stated:

“to assess thc costs, administrative burden and benefits of replacing the MediQual
mandate with an alternative severity adjustment methodology that considers the cost
burden to data suppliers and increases the relevancy, accuracy, timeliness, and
usefulness of PHC4 data collection, analysis and reporting.”

Suite 400, 225 Market Street * - - -

-~ —Hatrisburg, PA 17101
717-232-6787

www.phcd.org FAX 717-232-3821




2. In November of last year, the Council published a Reduest for Information. Twenty
companies submitted RF[ responses (lis! of companies attached)

3. The Council convened a Severity Adjustment Assessment Panel (SAAP), composed of 13
members who wcre appointed by the PA Mcdical Society, the Hospital and Healthsystem
Association of PA, the Hospital Council of Western PA, and the PA Health Information
Management Association. .-The SAAP agreed to conduct the first reviews of the submissions
and dcveloped a review and scoring system. The staff was instructed by the SAAP to pre-
screen the submissions for conformanee with Commonwealth guidelines and the RFI
requircments. They did this with the assistance of a SAAP panclist. Three proposals were
climinated. The SAAP then conducted their reviews of the remaining 17 submissions and in
a meeting via conference call on March 6* , eliminated 11 submissions from the process and
sent the six remaining submissions on to the Technical Advisory Group (TAG) for further
consideration. Four of the six received unanimous consent (MediQual, Quadramed,
Intemational Severity Information Systems {ISIS] and 3M). Two were sent forward based on
a 7-5 votc with one absent member (DynCorp and Michael Pine/Associates).

3. TAG then reviewed the remaining six submissions, focusing their attention on the four
' unanimous submissions. TAG mct via conference call on April 15%, After extensive
deliberation, the TAG recommended the following to the Council:

“The Technical Advisory Group (TAG) is suggesting to the Council that aftcr reviewing
the six RF! submissions, there is a classic distinction between administrative-based
systems and clinically-based systems, that there are differences of opinion as to the value
of cach. and that TAG docs not have a consensus of opinion on this. Therefore, the TAG
15 recommmending that the Council continue to consider a clinically-based system and an
admunistratively bascd system. We would note that of the clinical systems, MediQual
was clearly the high performer;, and of the administrative systems, the high performer was
3M. We are forwarding these two systems on to the Council for further review.”

A summary of their discussion and TAG's advice to the Council 15 contained in TA'G
chairman Dr. David Nash's memo to Council chair Dan Tuonell (attached). The minutes of

the meeting are aiso attached. o ) o
Ahds Taslib olSETA

7. That brings us to the final step in this process leading up to the May 7 Council mecting,
Our committee is charged with picking up the ball from TAG and discussing whether 3M'’s
system presents a viable-alternative tothe-MediQual-system:- The result of our discussion
about this on April 30™ will form the basis of our recommendation to the Council on May 7.

Where we go from here
Let me frame the discussion we need to have.

Is 3M, an administrative-based sysiem, an appropriate alternative to MediQual, a chinically-based
system, that:

1) meets the requirements of the Council’s law (ACT 89) that defines its mission,
approach and activities.

The law requires the Council to collect data that permits analysis of:




(a) pravider quality — defined in the law as “the extent to which a provider renders care
that, within the capabilitics of modem medicine, obtains for patients medically acceptable
health outcomes and prognoses, adjusted for patxcnt sevcnty, and treats patients
compassionately and responswcly

(b) provider service effectivencss ~ defined in the law as “the effectiveness of services
rendered by a provider, determined by measurement of the medical outcomes of patients -
grouped by severity - receiving those services.”

Severity is defined in the law as “in any patient, the measurable degree of the potential
for failure of one or more vital organs.”

So, point #] is that the Council’s selected severity adjustment system must enable the
Council to meet its obligations under the law.

2) Will the Council be able to publicly report comparative quality of carc-related data about -
hospitals and other appropriate health care facilities, physicians, and health plans with at
least the samc lcvel of credibility and accuracy present in previous Council reports?

3) Does 3M’s system provide such a greater cost savings to data sources, and such a reduced
burden, that it warrants making a change, with the associated delays? These delays
involve a Council Request for Proposal process, the promulgation of new regulations,
education of hospital coding personnel, physicians, Council members and Council staff
regarding a new system.

I have attached the following background information for your review including Dr. David
Nash’s lctter as TAG chairman regarding TAG's recommendation, the TAG meeting minutes and
RFI scorcs, hist of the 20 RFI submirters, list of SAAP panelists, and the minutes from SAAP’s
final mecting,

These are the issues we need to consider. Thank you again for your willingness to participate. I
- look forward to our discussion on April 30th at 9:30 AM.

cc: Daniel R. Tunncll, Council Chairman: “¢old mrS1SimA
Clifford L. Jones, Council Executive Director
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Pennsylvania,
MEDICALSOCIETY ®
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legacy of Leadership -
Foundation fur the Future,

April 22, 1998

Mr. Marc P. Volavka
Pennsylvania Health Care

Cost Containment Council

Suite 400, 225 Market Street
Harrisburg, PA 17101

Dear Mark:

As per your telephone conversation with Dr. Harrop, I am confirming the Pennsylvania
Medical Socicty's position, with regard to the cvaluation of systems for collecting health care
data,

The Society will only support a system that is capable of collecting clinically based and
severity-adjusted data. As we have said on several occasions in the past, we are not now and

have at no time in the past endorsed a particular vendor or system to fulfill these requirements.

Our position remains based upon both the criteria noted above.

Should you have any questions, or need further information, pleasc feel free to contact me or

Berue Lynch, in our Medical Economics Department.

Rog £ )Mecum
Exccutive Vice President

cc: Donald E. Harrop, Chairman
PMS Committee on Health Care Cost and Quality Data

Bemard Lynch, Associate Director
Medical Economics
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April 13,1998

TO: TA.C.}_.Mcmbe'zj )

FROM: Carolyn F. S'Acaxil Hesttient and Chief Exccutive Officer
SUBJECT:  PHCARFI Evaluation = *

L .

1 am writing to you today to help clarify the position of The Hospital and Health System
Association (HAP) regarding the PHC4 study of alternative severity adjustment systems.
I understand that you are expected to.complefe your work by April 15, 1998. While I
know you are well aware of the difficulty and cost incurred by hospitals in complying
with the MediQual mandate, I wish to emphasize that we also share your concern
regarding the validity and accuracy of a severity adjustment system for statewide public
reporting. That concem is best summarized by the language adopted by the PHC4
Executive Committee on September 4, 1997, when it directed its staff to:

““Assess the cost, administrative burden, and benefits of replacing the MediQual
mandate with an alternative severity adjustment methodology that considers cost
burden to data suppliers and increases the relevancy, accuracy, timeliness, and
usefulness of PHC4 data collection, analysis, and reporting.”

The six severity adjustment sysiémisyou tecéived from the hospital severity adjustment
advisory panel, include three clinically-based systems and three administratively-based
systems. HAP prefers to sce an arangement whereby PHC4 utilizes an administratively
based severity adjustifiéfit process which has been proven effective. Further, we would
like to sce that severity adjustment process centralized at PHC4. By so doing, hospitals
would only be required to submit uniform billing records in a standard format to PHC4. If
hospitals wanted their own data reports with the similar sevenity adjustment utilized by
PHC4, they would have the ability to purchase their own user license. Hospitals that

desire to continue using MediQual could continue to do so on their own. HAP’s rationale
is based on the following:

4750 Lindle Road

£.0. Box 8600
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TAG Member
April 13, 1998
Page 2
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> Discharge abstract-based measures have higher ¢ and R? scores than MedisGroups
for both acute myocardial infarctions and coronary artery bypass graft. Thus, for
two of the Council’s public reports, ‘discharge-based severity models have similar

validity as clm;cally—based measures. The Risks of Risk Adjustment, Lisa
Tezzoni, MD,"M'sc, J AMA,Novembcr 19, 199’{, Vol 278, No.19, pp. 1604)

> There exists no' smgle pcrfect scventy adjustment method. Consequently, the
literature dcmonstratm that comparisons of severity systems shows that for 80
percent of patxcnts McdlsGmups and APR- DRGs gave sumla.r rank.\ngs

evaluating patient outcomes. Annals of Internal Medicine, Novcmbcr 15, 1995,
Vol. 123, No. 10 763 770 Ieuom, Schwartz Ash Daley.)

» The literature shows that a potennally economlcal and relatively powerful,
predictor of in-hospital mortality for five conditions under study (stroke, lung
cancer, pneumonia, acute myocardial infarction, congestive heart failure) could be
achieved using an administrative data set augmented with 10 clinical vanables.
(Predicting In-Hospital Mortality: A comparison of severity measurcment
approaches. Medical Care, April 1992, Vol. 30, No. 4; pp. 357. Iezzoni, Ash,
Coffman, Moskowitz )

. The PHCA4 requirement for submmmg admx{ustratwe data to the Council in
Harrisburg, and clinical abstract data to MediQual in Boston, is costly,
cumbersome, and in light of major advances in severity adjustment methodologies
over the past 13-years, outdated-Our surveyof hospital CEOs indicates that when
license fees, staffing, and technical costs are considered, average annual cost per
hospital to comply with the mandate in its present form is approximately
$123,000. An administratively based system would speed up the data submission
process for PHC4, and in turn, provide more timely data and reports for clinicians,
academicians, and hospitals.

For your reference [ have enclosed a copy of my March 3, 1998, letter to the PHC4
Executive Committee apprising them of HAP’s position. I am also including a two-page
synopsis of relevant sections of three articles referenced above. Copies of the three
articles are also enclosed.



TAG Member
April 13, 1998
Page 3

Finally, we all want to improve the clinical outcomes for the patients of Pennsylvania.
The selection of an administratively-based system will advance our mutual goal by
allowing PHC4 to collect and report relevant information more quickly than before. As
you participate in the RFI evaluation process, I would ask that you give serious
consideration {0 an administratively-based system.

Enclosures

¢: Daniel Tunnell
Clifford Jones
Mare Volavka
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TAG RFI Submission Finalists Aggregate Scorcs

Sorted Alphabetically by Reviewer -- with average score

Revicwer MediQual M 1S1IS | QuadraMed
J. Marvin Benfley, Ph.D. 85 67 | RI]LTT63
David Campbell, M.D. 63 68 72 56
Paul Casale, M.D. 55 34 1 45 [ 32
Donald Fetterolf, M.D5 M.B.A. 99 8. 96 |.o. 93 o
James Grana, Bh.D. “ 45 (60| 4D L 60
George R. Gregn, MDD 65 ‘90 42 65
Sheryl Kelsey,IPh.D. ° 91 N T84, 77
Judith Lave, Ph.D. & 78 86 | 64 - | . 83
David B. Nash; M.D., M.B.A. 86 85 | 35 | .30
Average 74.11 71.0 62.33 62.11
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5“'}°:;’;2hf;’:db, " COST CONTAINMENT COUNCIL
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Memo

To:  Dariel R. Tunnell
Chairman .
PA Health Care Cost Containment Council

Fr: David B. Nash, M.D., M.B.4
Chairman S e L
PHC4's Technical Advisory Group (TAG)

Dt 4-17-98

Re:  TAG's assessment of severity adjustment systems

As chairman of the TAG, | first want to-thank the Council for its confidence in entrusting
the TAG with the important role of evaluating possible severity adjustment systems for

future use by the Council, = -

I would also like to acknowledge the Severity Adjustment Assessment Panel (SAAP) for
its hard work in reviewing the original 17 RFI submissions. Given the detail of these
submissions, this was no mean feat.

I also need to thank'my colleagues on the TAG for taking the time from their busy
schedules to examine and score the six proposais forwarded to us by the SAAP.

The TAG met via conference call on April 15°-10.formulate its advice to the Council on
the severity adjustment issue and | would like to summarize briefly the key points of the
discussion. [ then want to communicate TAG's recommendation regarding the Council's
September 7th motion.that in brief states “10.assess saverity adjustment altematives to
the MediQual system.”

The Seventy Adjustment Assessment Panel voted unanimously to send four Request for
Information (RFI) submissions to the TAG: MediQual, 3M, Intemational Severity
information Systems, and QuadraMed. The SAAP also voted 7-5 to send the
submissions from Dyncorp and Michae! Pine/Associates 10 TAG as well. All9 TAG
members reviewed the RF| material and rated them according to the same system as
did SAAP. | must note that in my original memo to the TAG {attached), ! asked that we
concentrate our efforts on the four consensus submissions. As a result, Dyncorp and
Michael Pine did not receive a score from all TAG members, although the four

consensus proposals did. Eight of 9 TAG members were present on the conference call.

(Or. David Campbell was performing surgery at the time and could not join us, but sent
his scores.)

Suite 400, 225 Market Street -~ " """ Harrisburg, PA 17101
717-232-6787 www.phc4.0rg FAX 717-232-3821




While TAG did spend some time discussing the merits of the individual submitters, the
more important part of the discussion dealt in a broader sense with the pros and cons of
a clinically-based system versus-those of an administratively-based system. (Of the six
submissions, three were clinical: MediQual, international Severity Information Systems,
Dyncorp; and three were admmnslratlve 3M QuadraMed Mschaei Pine/Associates.)

1 think it is fair to say that the ma;omy of opmlon favored the scientific credibility of the
clinical system, and conversely, the majority of opinion acknowledged the cost
advantages to hospitals of the administrative approach. This must be viewed in the
context that the measurement of seventy ss stull an amperfect science, and that there is
not a single perfect system S S

The physicians of TAG, wh:ch mclude myself Dr. Casale and Dr. Fetterolf felt strongly
that from our personal expenence adm:mstratrve data systems have little credibility with
the physician community.: Previous public statements by TAG member Dr. David
Campbell, Professor of Cardiothoracic Strgery at Penn State Geisinger Health System
prompted Dr. Casale to state that Dr. Campbell shared that view as well, and | concur. |
must say that Dr. Green does not ;om usin that view.

Others in the meeting felt that the preducuve powers of each approach were not
significantly different: therefore, the lower cost 1o hospitals of the administrative
approach may outweigh the scientific and credibility advantages of a clinically-based
system, and that the Council should consder thus :

Dr. Kelsey pointed out lhal MeduOual us the one system that has the flexibility to use both
approaches.

TAG did not discuss the practical aspect's of a chénge from MediQual to a different
systemn, nor did we attempt to determine-whether any of the other systems meet the
precise requirements of the Act 89. These were not within our scope of expertise.

The final point | would make is that the question “can an administrative-based system be
used for public reporting in a CABG-iike report, and would the TAG stand behind such a
report?” was pointedly raised but not addressed by the TAG members.

The TAG did endeavor 10 reach a consensus on a single approach. However, we were
not able 1o reach an agreement that.ane_approach.was significantly better than the
other. | have attached the scoring of each TAG member as well as the minutes of the
discussion. {would note that the scoring shows MediQual as the top performer overail.

Therefore, the advice of TAG to the Council is the following:

The Technical Advisory Group (TAG) is suggesting to the Council that after
reviewing the six RFI submissions, there is a classic distinction between
administrative-based systems and clinically-based systems, that there are
differences of opm:on as to the value of each, and that TAG does not have a
consensus of opinion on this. Therefore, the TAG is recommending that the
Council continue to consider a clinically-based system and an administratively
based system. We would note that of the clinical systems, MediQual was clearly
the high performer, and of the administrative systems, the high performer was
3M. We are forwarding these two systems on to the Council for further review.
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The TAG has left the Council with a choice to make and | believe the choice is between
the following two principles: A decision in favor of the clinical system opts for scientific
accuracy and credibility over cost issues, a decision favoring an administrative approach
places a higher value on reducing the cost burden to hospitals over scientific accuracy
and credibility, particularly with physicians.

The Council must decide which is more important in terms of its mission of public
reporting as a means to reduce the cost and improve the quality of health care in
Pennsylvania.

As | stated in the December 1997 TAG mesting, during a discussion over why the CABG
report had been cancelled (a decision that | strongly opposed), | stated that the national
view of experts in the field of clinical outcomes research and reporting is that the
Pennsylvania Health Care Cost Containment Council represents the “gold standard” to
all others across the country who are attempting to achieve what the Council has
accomplished. My personal view is that the decision the Council makes shouid not
compromise this reputation that we have ail worked so hard for so long to buiid.

On behalf of my TAG colleagues, | personally want to thank the Council for the
opportunity 1o participate in this very important process, the result of which will have, in
my view, implications for years to come. Please call on me for any further assistance.

cc: TAG members




Techaical Advisory Group
Teleconfereace

- April 15, 1998

Minutes
Participants: s
Via Telephone: Gt L T-TAou ot 7. PHCA Conference Roon:
David B Nash, M.D, M.B.A. | © J. Marvin Bentley, Ph.D.
Paul N. Casale, M.D., F.A.C.C. < olrowmso o0 Ul Mare P. Volavka
Donald E. Fetterolf, M.D.. M.B.A. G -t 2 Joseph Martin
James Grana, Ph.D. RS S Susan Moore
George Green, M.D. Flossie Wolf

Sheryt F. Kelsey, Ph.D. ' SO A A

. Paul Mc¢Dowell
Judith Lave, Ph.D. Lo y

it

Via FAX:

David Campbell, M.D.

The conference call was convened at 10:00 a.m. Following introductions of the participants, Mr.
Volavka tumned the meeting over to Dr. Nash:as Chair of the Technical Advisory Group (TAG)
Dr. Campbell was unable to participate bécause he was performing emergency surgery. He faxed
his scores to Mr. Volavka,

Dr. Nash thanked everyone for taking time to review and score the RFI proposals. The scores
had been faxed to everyone so that they would be able to review them prior to the meeting,

Dr. Nash commented that in reviewing the scores the majority.of the TAG members had ranked
MediQual quite high. Dr. Green did not rate MediQual as high as the other proposals.

Dr. Nash commented that MediQual-was rated-highly-on-the-elinical side. He stated that we have
the richest clinical system available to satisfy the requirements under the law. The discussions
were begun with this obscrvation in mind.

Dr. Lave commented that if we must have 2 clinical system then there is no point in talking about
an administrative database. Her concem is that when the two systems had gone head on, the
clinical has not performed much better or much worse than systems that cost much less. The
question is how does one evaluate the marginal improvement, if there is any. Dr. Lave noted that

one expert, Dr. Lisa lezzoni, suggests that there is not much additional value 10 a clinical system.

Dr. Lave feels that there are several critical issues. One issue is that there is 2 major cost
difference. The second issue is that the TAG received a letter from HAP, which seems to indicate
that the hospitals are willing 10 be evaluated based on administrative data. Third we do not have
any testimony from the hospitals in Pennsylvania that, in fact, stated that they have used the
MediQual system as their quality basis. They are incurring a huge cost and not using the
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information. She feels it 1s 1mportant to f nd out whether these data are useful to them for other
purposes. ~

Dr. Nash commented that there are some obvious issues, 1) all hospitals aircady have MediQual
in place so we need to consider the difference of taking out the system they already have and
implementing the administrative dataset, if there is agreement that one is not superior to the other
in analytic capabilitics. Dr. Lave commented that there is a huge difference because the
administrative system is léss costly: Dr Nash is concerned that-the administrative dataset does not
have the richness from a clini¢ian perspective. ‘Dr. Kelsey stated that one reason she rated
MediQual the highest is that they did offer-the option of both administrative and clinical
databases. Her preference would be to go with the clinical data now but five years from now the
administrative dataset may.be richer as the science evolves. MediQual would have the ability to
do both. There is no qucsuon that lf we 80 thh the chmcal system, MediQual is clearly sapenor
according to Dr. Kelsey. RS oLk

Mr. Volavka commented 1hat we now have a version of MediQual’s administrative system in
place for calendar year 1998 for five MDCs with low or no risk of mortality. Hospitals already
have the option not to abstract the clinical data but to use the MediQual Grouper, which is the
administrative version. Council has already‘adopted some portion of that in recognition of one of
the concerns that HAP had raised. Dr. Lave has a problem with this because the administrative
data is based on charges and she do¢s not believe charge data'is meaningful data. Dr. Grana
commented that Aetna US Hcalthcare had dorie an analysis a few years ago 10 determine if they
could predict length-of-stav.and monality rates using the methodology similar to MediQual.
They then introduced the MediQual score from PHC4 data., In the regression model, the
MediQual score added no additional explanatory information to their model. He feels that
administrative data, based on this experience, is capturing almost all of the nccessary adjusters.
He agrees that there is a need for a strong clinical element. Dr. Nash stated the issue of whether
clinical databases are better than administrative databases is a difficult one to resolve,

Dr. Fetterolf commented that some of the administrative databases and their mcthods for analysis
are very good but when you present to physicians and professional organizations, you are shot
down almost immediately if you do not show some direct clinical relevance. The issue is the
concern that adding clinical data elements would significantly drive up the cost, beyond the
benefits derived from using administrative only databases: | Hedisagrees with Dr. Lave about the
cost to hospitals being so burdensome. He noted that the rea) cost per discharge is between $10
and $25. This is relative to what a hospital charges for a CBC. He believes we need some
administrative data but in terms in real cost;itdoes not'add that much. Dr. Grana stated that you
could get a great deal of clinical relevance out of administrative data. Dr. Nash stated that if you
talk to physicians and tell them it is administrative data, that is the end of the conversation.

Dr. Green commented that he was surprised the way his scoring came out. Originally, he feit that
e would lean to the clinical side. He has become discouraged with the baggage that comes with
the clinical system, He fecls it is not current and at times does not make sense. He does not have
confidence in the system. He feels it is very dependent on someone's clinical judgement, There
has been a iremendous improvement in clinical charts in the past ten years. Dr. Green feels
timeliness is the most important issue. The administrative system gives a lot more data more
quickly for a lot less money.,

Dr. Fetterolf feels there are a significant number of negatives with the MediQual system. In his
opinion, the reason for this RF{ is that the MediQual system has been problematic. These
negatives need to be taken into consideration.
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Dr. Nash suggested making a recommendation for both an administrative data set and a clinical
data set. T ot :

Mr. Volavka, in contradiction 1o Dr. Lave’s earlier contention that hospitals don’1 use the
MediQual data. brought to the attention of the TAG members the survey that PHC4 conducted
with the hospitals. The survey had an 84% response rate. One of the survey questions asked if
the hospitals used the MediQual system to satisfy only the PHC4 mandate. Fifty-five hospitals
responded yes and 97 responded no. Mr. Volavka will send a copy of the survey to the TAG
members

Mr. Volavka responded to Dr. Grana’s earlier comments about administrative systems and
adverse events. He asked how an administrative system would define adverse events. Dr. Grana
responded that clinical logic was introduced into these models so that certain things would count
as adverse events. To capture these data, they used secondary diagnosis data. Mr. Volavka
commented that PHC4 has looked in detail:at 6ur administrative data over the past four or five
years and find that these data vary greatly across facilities and across the state in terms of exactly
those kinds of codes. Some hospitals do not show any data and others show huge numbers. This
is a major concern of the Council. Dr. Grana recognized this issue and noted that the Council
would have to educate hospital personnel about correct coding. Dr. Bentley commented that

* these are some of the reasons the physicians question an administrative database.
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Dr. Casale commenied that the physicians have a concern with the administrative data set and
really want the clinical data. He further stated that based on conversations with Dr. David
Campbell that he believes Dr. Campbell concurred with this view.

Dr. Nash recognized that these are issues that all of the TAG members have been dealing with for

years and may not be ablu to resalve them with consensus.
Following this lengthy discussion it was suggested that the TAG give the Council a
recommendation on a clinical data sct and an administrative data set,

A review of the scores indicates that on the clinical side, MediQual is clearly the favorite choice.
On the administrative side, it is closer. Wc may need morg ¢ost ynformation for QuadraMed and
3-M.

Dr. Grana agreed with the decision on-MediQual-for-the-clinicaldata set. He has a concem with
3-M’s method for the administrative data set. He felt QuadraMed was more thorough in their
explanation of how firms are doing and their acceptance nationally.

Dr. Bentley feli QuadraMed was mostly PR. He does not have as much confidence in their
system. His expericnce with some of their reports has not been very positive.

Dr. Lave favors 3-M because she is familiar with their work and they do 2 lot of evaluation of
their work. They also have experience doing publications.

Dr. Fetterolf, Dr. Lave, Dr. Kelsey, Dr. Bentley endorsed 3-M as the administrative data set
recommendation. Dr. Grana felt we should get more information to find out whether they
empirically derive their cocfficients or whether they were subjectively derived. Mr. Volavka said
we would not have time to follow-up with this suggestion due to the time constraints for our
submisston of the TAG recommendation to the Council.
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Mr. Volavka asked, if the Council concluded that therc is support for an administrative based
system, is the TAG ready to say they would endorse a CABG like report, reporting outcomes for
hospitals, surgeons and for plans based upon an administrative database system.

Dr. Green would want to have sufficient iriput into the way these are used. Dr. Fetterolf
commented that no marter which one is chosen it won’t be nearly as much use as it could be if we
continue on in the way we do the studies and reports at present. He feels part of the
recommendation should be 1o make sure that HC4 staff gets the report generating engines so that
they can gencrate the kinds of reports that arc suggested in the proposals rather than vse these
data to generate internal reports. Dr. Lave concurred with Dr. Fetterolf suggestion. Dr. Nash
agreed.

Thercfore, the final rccommendation from TAG to the Council is that after reviewing the six RFI
submissions, there is a classic distinction between administrative-based systems and clinically-
based systems, that there are differences of opinion as to the value of cach, and that TAG does not
have a consensus of opinion on this. Therefore, the TAG is recommending that the Council
continue to consider a clinically-based system and an administratively-based system. We would
note that of the clinical systems, MediQual was clearly the high performer, and of the

administrative systems, the high performer was 3M. We are forwarding these two systems on to
the Council for further review.

Dr. Nash wanted to communicate to the Council that in part, their split vote reflects TAG’s decp
concerns regarding the past performance and cost of the MediQual system.

Staff will send the TAG recommendation to the Chair of the Council.

Dr. Nash and Mr. Volavka thanked everyone for their participation.

Respectfully submitted by:
Roberta Six and Joe Martin
April 20, 1998
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PHC4 - Responses to RFI

Pennsylvania

Health, Care Cost Coutainment: Councik

Request for information

PHCA recently posted a Reguest for Information (RF 1) to obtain information on fisk adjustment/severity adjustment
systems that would allow the Council {o analyze the performance, reliability, operational cost, and financial viabﬂig of
these systems with regard to meeting the Council’s requirements. The deadline for responses was January 15, 1998

Al the dlose of the deadline, PHC4 received twenty responses from the foﬂoMnQ companies:

= 3M Health information Systems Alpharetta, GA

* APACHE Medical Systems, ‘Inc. McLean. VA

¢ Children's National Medical Center - Washington, DC

*  DynCorp - | Beston. VA

*  Greater New York Hospital Association New York, NY

¢ HBS Intemational, Inc. L Bellevue, WA

* Health Care Data, inc. B o Encinitas, CA

- Health Data Research, Inc. Coeh e Portland, OR

* Health Systems Consultants, Inc. ' S e New Haven, CT

= lameter, Inc. Allanta, GA

v IHPHSR . Cincinnati, OH ;

- lnxemat..ional Severity Information Systems, IncSISISL LIt ?alt Lake Gity, UT

* MediQual Systems, Inc. R ) .Westborvugh. MA

*  Medirisk ——— = e e e e - — —Chicago, L

* Michael Pine Assodiates, Inc. Chicago, 1L

* QuadraMed Corporation Neptune, NJ

¢ The Joint Commission on Acereditation of Health Care Org's Oakbrook Termace, IL

* The Medstat Group Nashville, TN

* The Society for Thoracic Surgeons Chicago, iL

= Uniform Data System for Med. Rehab /UDSmr Buffalo, NY
PHC4 remains committed {o the review of the responses to this RFI and are taking every precaution to ensure a fair
process for everyone involved. While the specific details about the process have not been finalized at this time. we will
keep you informed of all future actions. in the meantime, if you have questions, piease call or e-mail either Joe Martin or
Marc Volavka.
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Robert Corrato, MD

Thomas Jefferson University

1015 Walout Street

Philadelphia, PA 191075099 -
T 215-955-0240 F 215-923-7583

Mr, Dan Garofalo

Hospital & Heaithsystem of Pennsylvania
4750 Lindle Rd., POBox 8600
Hamsburg, PA 171058600

T 717-561-5307 F 717-561-5216

Ms. Susan L. Lawreance

Lehigh Valley Hospital :
Cedar Crest & I-78, POBox 689 .
Allentown, PA 181051556 o

T 610-402-1765 F 610-402-8613

Mr. Bemard Lynch

Associate Director, Medical Economics
Penasylvasia Medical Society '
777 East Park Drive, POBox 8820
Harrisburg, PA 171058820

T 717-558-7750 F 717-558-7841

Ms. Joan K Richards

President

Crozer-Chester Medical Center
One Medical Center Boulevard
Upland, PA 190133995

T 610-447-2785 ¥ 610-447-2234

Carl Sirio, MD e T

Dept. of Anesthesiology & Critical Care

University of Pittsburgh School of Medicine

DeSoto & O'Hare Streets
Pittsburgh, PA 15213
T 412-647-0112 F 412-647-8060

Ms. Nina Zimmer

Thomas Jefferson University Hospital
# 2130 Gibbon

111 S. 11th Street

Philadeiphia, PA 19107

T 215-955-5486 F 215-923-9270

Ms. Mary Anne Darragh, RRA
Senior Vice President

AHERF

120 Fifth Ave., Suite 2900
Pittsbuxgh, PA 15222

T (412) 359-6876 F 412-359-3444

Ms. Joanne Klinedinst

Megr, Application, Development & Support
Doylestown Hospital

595 West State Street

Doylestown, PA 18940

T 215-345-2138  F 215-345-2040

Mark Lyles, MD

Hospital of the University of PA

# 1, Founders

3400 Spruce Street

Philadelphia, PA 19104

T 215-662-3998 F 215-349-5864

Mr. Robert Morrison

Data Analyst

Centre Community Hospital

1800 East Park Avenue

State College, PA 16803

T 814-231-3189 F 814-231-7077

Joan Silver, RN

Director for Qutcomes Management
Pinnacle Health Systems

P.O. Box 8700

"Gy &@SGH MCHatfisburg, PA 171058700

T 717-231-8722 ¥ 717-231-8768

Ms."Susan Vasco

Saint Claire Hospital

109 Locust Street

Pittsburgh, PA 15241

T 412.344-6600x1156 T 412-572-6584
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Meeting Notes and RFI Scores of the four sub-groups
of the Severity Adjustment Assessment Panel
(SAAP).

- Each sub-group rated 4 submissions plus MediQual.

The SAAP decided that all panelists should review
and rate MediQual's submission.
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Summary of All Severity Adjustment
~ Sub-Panel Scores by Rank

91.50|13m ..
90.00|lameter...
82.70|DynCorp
Mediqual
82.02|Avg ...
Heaith Care
78.00|Data
77.75(1S1IS

Heaith -
Systems
73.50|Consultants
Greater NY
Hospital
70.00{Assoc
Michael Pine
69.75|Assoc
68.00|Medstat
66.00]|Apache VNG GSCH MNOLBIA
58.00|HBS
43.05{JCAHO.--- |- —
29.65|Medirisk

Children's
Nat! Medical
n/a**|Center
n/a**|{UDSMR

** RFl didn't meet application criteria - Ce e
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Meetmg Notes
Purpose of the Meeting e e

The Pennsylvania Health Care Cost Contamment Council issucd a Severity Adjustment Request
for Information (RFI) in response to the Council’s September 4, 1997 motion: “fo assess the
costs, administrative burden.and benefits of replacing the. Mediqual mandate with an alternative
severity adjustment methodology that considers the costs burden to data suppliers and increases
the reIevancy, accuracy, timeliness, and useﬁdness of. PHC4 data collection, analysis and
reporting.’

The specific purpose of this meeting was'to assign a nurnerical rate to five Severity Adjustment
proposals, one being Mediqual and four altemates.
Meeting Summary T

1 fo

member cvaluated the RFI's from the Children's National Medical Center; Greater Ncw York
Hospital Association; Health Systems Consullams 3M and Medxqual 3M scored the hxghest at
91.5 with Mediqual coming in second at 74 5 AR

Se\cnt) Adjustmcnt Sub-panel Scores — &\

Children’s : | Greater NY::i| «: Health Sys 3M Mediqual

Nat Med Cir | Hosp Assoc: :| - ‘Consultants
Carl Sino, 44 64 o - T8 50 87
MD
Dan Garofolo 0 76 . 63 93 67
Joan K. 69 .85 63 88 64
Richards P T
Robert 0 ss 7 17 90 95 80
Corrato, MD
Average 70 73.5 91.5 74.5
Score

Mr. Garofolo and Dr. Corrato did not rate the Children’s Medical Center because they felt the
Center didn't meet the application requirements. Mr. Garofolo commented that he felt it was a
separate severity system for a different patient cost that wouldn’t reduce administrative burden or
hospital costs. Dr. Sirio agreed that the Center was too specialized but stressed that the Council
shouldn’t discard the notion of niche products.

Mr. Martin asked for comments on the point values. Dr. Sirio noted that from a methodological
standpoint he felt it would be in the council’s best interest to review the two DRG systems,
Health System Consultants and 3M, together. Ms. Richards expressed concern about using a
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system that requires special abstractions and doesn’t use already existing systems, which may be
the case with Health System Consultants. Dr. Sirio agreed that the details needed to be worked
out at a later time but was rccommending that the Council look at both systems.

Joe Martin explained that this teleconference was simply for the panel to come to agreement on
the average point values of the submissions. A full panel conference call will be held at 2 later
date to review the four different panel’s submissions and discuss which submissions would go
forward to tag. All panicipants agreed that they were comfortable with the averages and these
scores should be announced to the full panel, Mr. Martin noted that this group scored Mediqual
somewhat lower than the other two panels that have met thus far. However, Mediqual has scored
first or second across the board. '

Mr. Martin thanked the panticipants for the significant amount of time they spent reviewing the
RFI’s.
Meeting Notes Preparcd by Staff Member:

Susan Moore
March 2. 1998
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. General Comments

Nina suggested that the scores by category be put together and averaged out
The abovc mformauon is the result of this request.

Sue suggested that if we need to do a similar process in the future, we should
not allow quite as much information to be submitted. It was however noted
that the much of the information was required to make a reasonable decision.
She pointed out that Medirisk and JCAHO were not appropriate systems to
replace mediqual because they admittedly do not meet the mandate.

The final findings from our group about the processes that we scored were
that Mediqual 1s the most comprehensive coverage for severity scores, but if
the council is simply Tooking for sométhing inexpensive that would only
satisfy the mandate, Michael Pine Associates would be an alternative to
consider. The final ranking of the systcms were

1. Medxqual : L
2_ ISIS - .'...:_'_‘_..-.‘.‘;. e D e
3. Michael Pine o ‘ .-
4. JCAHO et
5. Medinisk o
CUIR3D ST RO LLI T
Severity-Adjustment-Sub=panel Scores — ©
ISIS Medirisk Michael JCAHO Mediqual
Pine Assoc.
Nina
Zimmer 89 27 62 32 88
Robert
Mortison 81 416 73 60.2 90.1
Susan
Lawrence 70 17 74 30 86
Lon
Miller 71 33 70 50 81
Average
Score 71.75 29.65 69.75 4305 |. 86275




Summary of Severity Adjustment RF]
- Conference Call

Participants: ... . ..ol

Wendy Whitmer-PHC4 Staff - -8 00
Joe Mantin-PHC4-Staff+~ RPN R :
Bernard Lynch-PMS |
Susan Vasco-St. Clair Hsp

The conference call was held on Friday, February 20 at 10:00. One of the participants of
our group, Joanne Kiinedinst of Doylestown Hsp, was unable to participate in the
conference call because she had not yet completed her evaluations. It was determined
that the conference call would continue without her and she would fax her completed
evaluation to us with-in the week,

Joe began the call with a thank you to all of the participants for their time and effort

involved with this task. Wendy then gave them the average scores that were received

and rated the vendors in the order of their scores. She then asked them if they had

questions regarding with the ratings. All of the paricipants were in agreement because
the top two vendors were the same for all members. Because we were missing
Joanne's evaluations, Wendy informed the group that when she received those scores i
she would average them in and if the rating order changed she would contact them.

When Wendy received the ratings from Joanne, the order of the vendors scores did not

change so the members of the group were not recontacted.

At the end of the call, Joe asked the members to send in their comments conceming

their individual evaluations to Wendy.and he again thanked everyone for their time.
SIHGS T dSGh MULDs e

Attached to this summary is the summary of the scores and copies of the completed

evulations that were received.
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Prepared by: Wendy Whitmer 03703798
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Severity Adjustment.Sub-panel Scores — C

Bemard Lynch

Joanne Kiinedinst 80 76 76 75 83
Susan Vasco 80 86 54 81 87
Wendy Whitmer 51 48 36 70 85

Ranking Order Of Vendors
Mediqual 86 points
Health Care Data 78 points
MEDSTAT 68 points
APACHE 66 points
HBS 58 points

Prepared by: Wendy Whitmer ) 03/03/98
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Severity"Adjust'm'enféﬂb-Pané'l Conference Call
Minutes

R

]

T Marchf'Z, 1998 2pm

Attendees;

Kim Murawski ' T e BERR
Joan S“ver » - N S A T :i ‘
Mark Lyles AR MR ;
Bonnie Tatenal
Mary Anne Darragh
Temi Yencha . B P
Joe Martin ::. . . ) .l: -.. -;.. PR R

Purpose: - - I ‘ T

The purpose of this conference call was fo' distuss the ratings of our five RF responses, including
DynCorp, iameter, QuadraMed. Uniform Dat System for Medical Rehabilitation (UDSMR), as well as
MediQual. . g

it was the intention of this gr?oup to use this opportumty tb select the RFI response(s) that wamanted a
further look by the other members of the panel and discard the responses that we feit did not provide
an equal or improved oplion 1o the current system.

Minutes:

Joan Silver and Kim Murawski personally joined Joe Martin and Terri Yencha at PHC4 for the
conference call.

~ We began the conference by discussing that:since the UDSMR system was too niche-specific as a

rehab-only system, it shouid be discarded at this time. DynCorp was also discussep as being too
much of a focus project, and that the photocopying and scanning involved was too in-depth and
should aiso be discarded. +---- o —_—

We all agreed that QuadraMed received the highest ranking among each of us. Joan liked their
honesty in revealing their data problems and the modifications they have performed in the past to -
correct them, whereas all the other responses commented that they had no data problems,

Mary Anne agreed that QuadraMed seemed responsive to the user community and appeared to be
the best balance of a good system with the cost of the product. Furthermore, it appears to be a
growing company with an eye on the future, Mary Anne commented that it would probably be of our
best interest to discuss this company with the New Jersey community in order to get their perspective.

Bonnie added that she heard the QuadraMed system discourages coding of complications, however it

was not clear whether it was the ysers who were not coding the complications or if the system simply
adjusts to identify these complications.
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Further action should be laken to answer these coding questions regarding QuadraMed, possibly with
someone from the New Jersey hospital community.

lameter was also discussed and ranked second by most of the panelists. We feit it was also in
contention as a good system to be examined further. Only one paneiist had any experience with this
system and new measures have been included since that time.

MediQual was ranked third by most of the panelists (with the exception of Terri who ranked it second

mainly because she does not use this system in her daily work functions and only rated the system on
the RF! response).

Terri announced that the next conference call will take place on Friday, March 6 at 1:30. The minutes
and results of the other panelist will be faxed prior to the conference call in order to discuss the
submissions that require a further look by the other members of the panel.

Conclusion:

With the conclusion of the discussions, we feel that the responses from our submissions that warrant a
further look by the other members of the panel include QuadraMed, lameter, and MediQual.
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Kim Murawski

Joan Silver

Mark Lyles (and Bonnie Tatenal)
Mary Anne Darragh

Terri Yencha

Average Score

Gronp D
Severity Adjustment Sub-Panel Scores - D

QuadraMed

102
99

S0

101
98

inid

lameter

95
91

88

86

90

LRIy B DR

MediQual
83
88 80
65
91 85
81.3 82.7

DynCorp UDSMR

- 41

Nia




s

| Severlty-Adjustment of Hospltal Outcomes. i
- 'Do APR DRGs and MedlsGroups Yleld Slmllar
| - Results"

B LA
R
o

R Study conducted by o
the Colorado Hospital Assocnatlon

Bonnie B, McCaﬂ‘erty, M.D., M.SPH.
Principal Investigator -

and

W. Michael Boyson, M.H.A.
Director of Data Services and Research

Richard N. Camfield
Programmer/Analyst

MIZNER

COPIES OF COVER: de Bien, Harris
Sandusky.

Original in file

ORIGINAL: 1995 L Ak
%
r—

- SSENIY €2 93466
(RN N ot

" October 1995




February 1992
Volume 18/Number ?1:{!;'{"’:“ P

Quality Review Bulletin

Journal of Quality Improvement

ORIGINAL: 1995

MIZNER

TOPTEST —deBien
Harris
Sandusky

ARTICLES

A Description and Clinical Assessment of the Computerized Severity Index™

The Relationship Between Reported Problems and Patient Summary Evaluations of

Hospital Care

Self-Reported Versus Actual Test Ordering Behavior Among Primary Care Clinicians

Seeking Consensus on Important Aspects of Nursing Care

DEPARTMENTS

Letters

Meeting Update: National Demonstration Project and Joint Commission Forums Celebrate

Successes and Address Future Needs in Quality Improvement, |: National Demonstratjion

Project’s Third Annual.National Forum on Quality Improvement in Health Care

Abstracts

Vieetings Calendar




Lisa |. lezzoni, MD, MS
Jennifer Daley, MD

Prior to the implementation of Medi-
care’s Prospective Payment System,
methods for measuring severity of ill-
ness received little attention in the
health care industry. Since the early
1980s, however, severity measurement
has been a topic of broad concern to
hospitals, payers, purchasers and pol-
icy makers. For several years, there
was an expectation that the Health
Care Financing Administration (HCFA)
would choose one of the then available
severily measurement systems for
adjusting within diagnosis-related
group hospital payments, and compe-
tition among system vendors for this
designation became known as the “sever-

y horse race.”" In the latter half of the
decade, as it became apparent that
HCFA would not select a commercial

Lisa 1. Iezzoni, MD, MS, is Co-Director,
Division of General Medicine and Primary
Care, Beth Isracl Hospital, Boston, Mas-
sachusetts; Assistant Prolessor, Depart-
ment of Medicine, Harvard Medical School,
Boston; and a member of the QRB Edi-
torial Advisory Board. Jennifer Daley,
MD, is Assistant Professor, Division of
General Medicine and Primary Care, Beth
Israel Hospital; Assistant Professor, De-
partment of Medicine, Harvard Medical
School; and Assistant Professor, West
Roxbury Veterans Affairs Medical Center,
West Roxbury, Massachusetts. Please
address requests for reprints to Dr Jezzoni,
Department of Medicine, Beth Israel
Hospital, 330 Brookline Avenue, Boston,
MA 02215,

This research was supported by the Health
Care Financing Administration, Office of
Research, No. 18-C-99526/1-05. The views
expressed are solely those of the authors.

The authors thank Susan D. Horn, PhD,
Yune Buckle, ScD, RN, and Richard Averill,

: assisting in their understanding of the
computerized Severity Index™, and Mark
A. Moskowski, MD, for his comments on
the development of the manuscript.

A Description and Clinical
Assessment of the Computerized

Severity Index™

severity system for hospital payment,
the focus shifted toward severity sys-
tems’ use in hospital performance
assessment. Purchasers and health
care coalitions initiated "buy-right”
programs using severity-adjusted out-
come data, state data commissions
began incorporating severity measures
in their public data bases, and com-
mercial vendors of health care data
began offering evaluations of hospital
quality based on severity-adjusted
mortality, readmissions, and other out-
comes. By 1991 at least two large
payers, the Blue Cross plans of Min-
nesota and Michigan, had established
programs to base hospital payment
rates partially on assessments of severily-
adjusted outcomes, financially reward-
ing facilities that report fewer than
expected adverse outcomes and pen-
alizing those whose outcomes are worse
than expected.

As severity systems gain acceptance
among payers and purchasers, as well
as among hospitals interested in inter-
nal monitoring of physician practice
efficiency and in continuous quality
improvement programs, studies like
the one presented here become partic-
ularly important. Severity is not a
well-defined concept, and its measure-
ment is conceived and operationalized
in very different ways by different
system vendors. Potential users of
severity data should recognize the
limitations, as well as the strengths,
of individual measurement systems
being considered. In their description
of the Computerized Severity Index™,
lezzoni and Daley contribute to our
understanding of one of these systems. —
J. William Thomas, PhD, Department
of Health Services Management and
Policy, School of Public Health, The
University of Michigan, Ann Arbor.

hile most recent policy initia-
tives are designed to con-
: strain the health care delivery

system, growth of health care data
networks has been encouraged.' The
centerpiece of this expansion lies in
severity of illness information, which
has three major goals:*? (1) to improve
the fairness of payment to hospitals
that are treating patients who are
sicker, and thus generally more expen-
sive to care for, within a given diagnosis-
related group (DRG); (2) to adjust for
the risk of poor outcomes {for exam-
ple, death); and (3} to indicate unde-
sirable outcomes, such as morbidity
or increases in severity during hospi-
talization. Payers particularly hope
that severity of illness information can
help identify high-quality providers.**

Spurred by this interest, a number
of severity measurement techniques
have been developed.*” One system
that should soon gain prominence is
the Computerized Severity Index™
{CSI).** The purpose of this article
is to describe the CSI, to review criti-
cally various aspects of its methodol-
ogy. and to suggest areas in which
further study and refinement are
needed. {The description and critique
of the CSI relate to the version in use
in July 1989.)

Background

In 1982 Susan D. Hom, PhD, and col-
leagues at the Johns Hopkins Medi-
cal Institutions (Baltimore) began to
develop the CSI system. The impetus
for its creation was the desire to respond
constructively to criticisms of their
earlier {1980s) system —the manual
Severity of Iliness Index {SOII).>*»
Intended to link severity and resource
use, the SOII rated severity indepen-
dent of diagnosis along seven dimen-
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sions, including stage and complications
of the principal diagnosis, dependency
on nursing services, and rate of response
to therapy. The SOII was criticized for
the subjectivity of the required judg-
ments, its dependence on treatment
variables and patient outcome, and its
inability to distinguish the conse-
quences of poor quality care.®

The CSI was designed not only to
transcend these criticisms but also to
respond to pressing federal and local
health policy concerns. Its develop-
ment commenced during the frac-
tious period when Medicare proposed
and adopted DRG-based payment
schedules, with the attendant public
apprehension about potential quality
shortfalls and inadequate payment to
hospitals with caseloads of severely ill
patients. The CS1's developers explic-
itly wanted the CSI to be capable of
refining DRG-based reimbursement
and assisting in widespread quality
assessment. This interest in resource
needs and attributes of patient risk is
reflected in the following definition of
“severity" chosen for the CSI: The
treatment difficulty presented to phy-
sicians due to the extent and interac-
tions of a patient’s diseases.

This conceptual definition was oper-
ationalized during the CSI develop-
ment by focusing on length of stay as
a proxy for treatment difficulty —that
is, clinical factors associated with
higher lengths of stay were assigned
higher severity levels.

There were several underlying prin-
ciples that guided the CSI's develop-
ment, given its diverse, policy-oriented
objectives (see Table 1, p 46). Most
important was the conviction that sever-
ity is a diagnosis-specific concept. The
CSI's developers believed that different
clinical parameters are deranged in dif-
ferent diseases, and that the same de-

rangement may have a varying clinical- - -

impact in different diseases {for examnple,
a temperature of 38.8° C (102° F)is a
very severe finding in leukemia, but
moderately severe in pneumonia). There-
fore the CSI was to rate individually
each of a patient’s diseases—as well as
provide an overall assessment of sever-
ity. This differentiates the CSI from
“generic” systems, which judge sever-
ity independent of diagnosis (such as

the Acute Physiology and Chronic

Health Evaluation [APACHE]*® and
MedisGroups®* systems).

CSl1 Development
In the mid-1980s the initial steps in
the CSI's development began and in-
volved review by research nurses at
Johns Hopkins of the literature and
standard medical textbooks to iden-
tify factors indicative of severity in
each disease. Physicians reviewed these
factors and specified their relation-
ships to severity. The initial scoring
approach—developed using purely
clinical judgment—was tested on
approximately 15,000 cases from five
university hospitals.® In 1988 further
refinement of the CSI algorithm was
performed using data collected on
approximately 74,000 cases from 25
hospitals in New Jersey.®

The weights assigned to specific
clinical factors were calibrated by
examining their relationships to length
of hospital stay, with the goal of assign-
ing higher severity scores to cases with
longer stays. In 1985 Health Systems
International® (New Haven, Connect-
icut ) began to input the complicated
clinical logic of the CSI into a soft-
ware program that can be processed
on a personal computer.

Description of the CSl
The CSI methodology can be distilled
into the following five components:

1. A way to define diagnosis. The
developers of the CSI chose the Inier
national Classification of Diseases,
Ninth Revision, Clinical Modification
{ICD-9-CM) as its diagnostic lexicon.
The CSI combines the more-than 10,300
ICD-9-CM codes into more than 820
disease groups, which serve as the
CSI’s diagnostic units.

2. A method to develop a list of

- severity criteria for each disease group.

Criteria are arrayed in the form of a
severity matrix for each disease group,

- Recently renamed 3M/Health Information
Systems (HIS) end relocated to Wallingford,
Connecticut, 3M/HIS is responsible for the
technical design of the CSI software (which
works on a Xenix operating system)}, mar-
keting, and client support. Dr Horn retains
primary responsibility for clinical refinement
of the CSI es well as the truining of ebstroctors.

which lists both the specific clinical cri-
teria and the severity level {1,2,3, or
4) ascribed to each criterion {see Table
2, p 46).

3. A method for computing disease-
specific severity. This simple algo-
rithm —based on the criteria identified
for each disease group and their asso-
ciated severity levels—assigns a
score from 1 to 4 to each ICD-9-CM
code that is listed in a patient's dis-
charge abstract.

4. A method for computing the over-
all patient severity, This is a complex
computerized algorithm based on the
number and types of the patient’s dis-
eases and their disease-specific sever-
ity levels. Much of the specific weighting
scheme derives from the principal
diagnosis (scores range from 1 to 4).

5. A way for examining severity
over the course of the hospitalization.
The three major approaches are admis-
sion severity, maximum severity (based
on the worst physiologic or other types
of derangements, regardless of when
they occur), and discharge severity.
(Various aspects of the CSI are des-
cribed in greater detail below.)

Since the severity matrices narrowly
focus on the specific manifestations of
the associated disease, the CSI depends
on complete diagnostic coding. All the
varied aspects of diseases, especially
complications outside the organ sys-
tem in which the disease originates,
must have their own ICD-9-CM codes.
For example, the severity matrix for
lung cancer contains neither informa-
tion about distant metastases nor
their manifestations; separate diag-
nostic codes are required for these
complications. Despite this, the CSI
attempts to compensate for ICD-9-CM
redundancy (for example, codes are
available for pathophysiology, anat-
omy, clinical diagnoses, signs and
symptoms, and physical examination
findings™®). In producing the overall
severity score, the CSI does not
permit use of multiple codes from
the same organ system or related
disease group.

In addition, the CSI attempts to
transcend the pitfalls of inaccurate
1CD-9-CM coding that have been the
frequent subject of study and comment—
especially with the advent of DRG-
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Table 1. Underlying Principles of the Computerized Severity Index™

- Severity is a disease-specific construct,

systems.

Severity levels within diseases are not necessarily comparable across diseases.
- Different diagnoses should receive different weights in rating overall patient severity.
+ Qverall patient severity should relate to the number of organ systems involved: a severe problem

in a single organ system should generally receive less weight than problems in multiple organ

+ Disease-specific severity should relate to the number of diflerent manifestations of the disease:
a single severe derangement should not dictate the severity rating.
+ Severity should not depend on treatment or major procedures.

+ The overall severity score muslt be simple, and comparable across broad groups of patients
{for example, adull medicat and/or surgical patients).

« Severity measured at different points in time {{or example, al admission, at discharge) is useful
for different policy related and other purposes.

Table 2. The Meaning of the Computerized Severity index™ Severity Levels®

1 = Normal to mild
2 = Moderate
3 = Severe

4 = Life-threatening+

cation {ICD-9-CM} diagnostic code is questioned.

*A O is assigned if the accuracy of the International Classification ol Diseases, Ninth Edition, Clinical Modifi-

+The overall mazimum and discharge severity for all patients who die in-hospital is automatically set lo 4,

based payment schedules.”* If none
of the questions asked on a given
severity matrix are answered in the
affirmative, this purportedly calls into
question the accuracy of the ICD-9-
CM diagnostic code, and the CSI auto-
matically assigns the code a rating of

0. The 0 is not itself an indicator of-

severity but instead flags a probable
coding error.

The most common source of ICD-9-
CM codes is the discharge abstract,
but discharge diagnoses may not be
appropriate for rating severity on ad-
mission. For example, if a patient with
an acute myocardial infarction {AMI)
develops pneumonia one week after
hospitalization, the admission sever-
ity should not consider the pneumo-
nia. Since the ICD-9-CM codes are
used to trigger the disease-specific CSI
queries, it may be necessary to distin-
guish conditions present on admission
from other discharge diagnoses.

* shown in Tables 3 {p 47) and 4
{+ 3), the severity matrices are ar-
ranged as grids. Data are collected
only for those variables contained in

the matrices associated with the pa-
tient's diagnoses. The individual data
elements in the matrices are called fac-
tors, and related factors are grouped
into criteria {for example, hemoglobin
and hematocrit are factors that com-
prise one criterion). Criteria are unre-
lated to treatment and most are drawn
from physical examination findings;
signs, symptoms, and vital signs; and
routine or relatively noninvasive test-
ing. {A Help File [a glossary) defines
the more descriptive terms.)

The ranges for continuous vanables,
which constitute different severity lev-
els, may vary by disease group. For
example, 2 hematocrit value of less
than or equal to 15.0% is considered
at severity level 4 for anemia, gastro-
intestinal hemorrhage, and breast can-
cer, while 2 hematocrit less than or
equal to 20.0% is at level 4 for shock,
thoracic aneurysm, and ectopic preg-
nancy. For some continuous variables,
such as heart rate and arterial pH, two
readings must be found to assign the
factor to a severity level—so as to
avoid excessive emphasis on a single

aberrant finding.

Severity ratings are based on cri-
teria, regardless of how many factors
are identified within a criterion. Disease-
specific severity scores for each-ICD-9-
CM code present are computed by
examining the severity levels of the cri-
teria identified from the disease’s sever-
ity matrix. Two criteria from a given
severity level are generally required for
the severity to be assigned to a diag-
nosis (for example, two level-3 criteria
are required to assign that diagnosis
to severity level 3). If only one crite-
rion is identified at a higher level, the
diagnosis is assigned to the next low-
est severity level at which a criterion
is found. (Refer to Table 2 for the
meaning of the severity scores.) Al-
though all disease-specific scores range
from 1 through 4, the severity implied
by these scores cannot necessarily be
compared across diseases.

Patients are assigned “overall sever-
ity scores” based on the type and
severity of their principal and second-
ary diagnoses. Overall scores also
range from 1 through 4 (Table 2), and
can be compared across broad classes
of patients, such as adult medical
and/or surgical patients. The techni-
cal algorithm {or score computation is
very complex and is described in detail
elsewhere.® Briefly, a large portion of
the algorithm is devoted to narrowing
down the list of ICD-9-CM diagnoses
to avoid redundancy and double count-
ing. The major principle guiding over-
all score computation is that multiorgan
system failures—as manifested by
serious disease in two or more unre-
lated diagnoses—should generally be
weighted more heavily than a single,
severe disease. For example, if a patient
has a single diagnosis of AMI rated
as life threatening (severity level 4),
the overall severity is 3. If a serious
unrelated secondary diagnosis were
present, the overall score could be
increased to 4.

A second principle is that different
diagnoses should receive different
weights in computing the overall score.
For example, in contrast to the scor-
ing for AMI as described above, a sin-
gle diagnosis of diabetes mellitus with
coma at disease-specific severity level
4 results in an overall severity of 2. In

46
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addition, the contribution of unrelated
secondary diagnoses to overall sever-
ity varies depending on the principal
diagnosis. For example, suppose the
secondary diagnosis with the highest
severity is pneumococcal pneumonia,
at severity level 2. If the principal
diagnosis is diabetes mellitus with
renal manifestations, the pneumococ-
cal pneumnonia is ignored in comput-
ing overall severity. However, if the
principal diagnosis is diabetes melli-
tus with coma, the pneumonia adds
one point to overall severity.

A third principle is that each crite-
rion should be used only once in com-
puting the overall score. For example,
a criterion such as hematocrit appears
in many severity matrices. However,
for a patient with multiple diagnoses
that include hematocrit as a severity
factor, the hematocrit level may be
used only by one of these diagnoses
in computing the overall severity. A
complicated linear programming algo-
rithm is employed to allocate such cri-
teria to maximize overall severi ty.

Both disease specific and overall
severity scores can be assigned at var-
ious points during hospitalization,
that is, depending on their intended
use. The three most common approaches
are (1) admission severity, {2) maxi-
mum sevenity, and (3) discharge sever-
ity. Admission severity examines the
first calendar day plus 24 hours, in-
cluding the worst values over this
period. Accurate conduction of this
review necessitates designation of
which ICD-9-CM codes pertain to this
period, and the CSI software allows
the reviewer to flag which of the dis-
charge diagnoses were present upon
admission. Patients who die during
the admission period are assigned an
overall admission score of 4.

Maximum severity encompasses

the hospitalization period, including ...

all discharge diagnoses. The maxi-
mum severity approach necessitates
collection of the most deranged val-
ues from the entire stay, regardless of
which day they occurred. For exam-
ple, serum potassium valued could be
drawn from day 1, arterial oxygena-
tion from day 2, and hematocrit from
day 3, if the most aberrant values
occurred on these different days. Thus,

Table 3. The Computerized Severity Index™ Matrix for Lung Cancer

Malignant Neop'lasm of Lung
162.2-164.0 164.2-1649 1658 1946 195. 197.0-197.2
212.3-2126 2142 2154 227.6 2357-2358 239.1
Category 1 2 3 4
Cardiovascular + JVDT <=2cm « JVD 3-5cm * JVD 6~9¢cm * JVO >=10cm
* 1+-2+edema - 3+-4+ edema
of neck, face of neck, face
and upper and upper
exiremities extremities
* Pulse rate * Pulse rate + Pulse rate + Life-threalening
<100; 100-129; >=130 arrhythmias or
ST segment PACs, PAT, hypotension
changesonEKG  PVCs on EKG -
Digestive + Dysphagia NOS * Unable to * Unable to
swallow solids swallow liquids
Fever *+ <=100.4 and/ - >=100.5 and/
or chills or rigors
General * Weight loss * Weight loss « Weight loss * Weight loss
<=5.9% 6.0%—15.9%; 16.0%—-20.9% >=21.0%
cachectic
Labs
ABGS - pH735-745 . pH 7.46-7.50 + pH7.51-7.60 * pH >=7.61
7.34-7.25 7.24-7.10 <=7.09;
pO2 <=50
Chemistry « Albumin * Albumin + Albumin + Albumin
=3.2g/d| 3.1-2.8¢/dI 2.8-2.5g/d! <=2.4g/d!
Hematology « HCT » HCT - HCT + HCT
>=30.0%; 29.9%—20.1%:; 20.0%~15.1%; <=15.0%:
HGB HG8 HGB HGB
>=10.0g/di 9.9-6.6g/d! 6.5-5.1g/0i <=5,0g/cl
Neurology . Generalizeé
weakness
* Hoarseness
Respiratory - Dyspnea on - Dyspnea at - Apnea;
exertion; rest; absent breath
slridor; decreased sounds >50%/
decreased breath sounds >3 lobes
breath sounds >=50%/
<=50%/ >3 lobes
<3 lobes :
< White, thin, « Hemoptysis « Frank
mucoid spulum;  NOS hemoptysis
productive
cough
JVD, jugui distention; ST, stress test; PAC, premalure atrial conlraction: PAT, paroxyst?ual au-ia! - i
! lachy'tfr:!iaar: ;%rg: spre';:?urznvenﬁcul:r contractions; EKG, eledrocard'iogram; NOS, not otherwise specified;
ABGs, anterial blood gases: HCT, hydrochlorothiazide; HGB, hemoglobin, ) o -
€ Copyright by Susan D, Horn, PhD. All rights reserved. Do nol quote, copy, or Gite without permission.

it represents a composite view of all
derangements over the entire hospital-
ization rather than a picture of a sin-
gle day or moment. All patients. who
die during hospitalization are assigned
an overall maximum severity of 4.
Discharge severity involves the last
calendar day plus the preceding 24
hours. All diagnoses are considered to
determine whether each has resolved
or returned to a low severity level. All

deaths are also assigned an overall dis-
charge severity of 4.

According to the CSI's developers,
these different scores have different
potential applications. Admission
severity provides risk adjustment for
poor outcomes (for example, death),
although in performing such adjust-
ments it is important to remember
that all deaths during the admission
period are automatically assigned
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Table 4. The Computerized Severity Index Matrix for Congestive Heart Failure

Heart Failure
428.0-428.9 164.1 2127 3989139899 506.1 514 5184
“68.10-668.14 669.40-669.94 996.00~996.09 996.88-996.84 8971
Category 1 2 3 4
ADLSt * Requires - Complete
assistance dependence
Cardiovascular - CO - CO « CO - CO
>=2.8L 2.7-2.8L 2.2-19L <=18L
+ Edema NOS; - {+-~2+ edema: + 3+-4+ edema; -+ Anasarca;
JVD <=2¢cm; JVD 3-5cm; JVD 6-3cm; JVD>=10cm;
cvp CvpP CVP CvP
<=12cmH20 13-15cmH20 16-24cmH20 >=25cmH20
- Puise rate « Pulse rate + Pulse rate - Life-
<100; 100-129; >=130 threatening
ST segment PACs, PAT, arrhythmi.as or -
changesonEKG  PVs on EKG hypolension
- Palpitations
- S84 - 83
+ Bounding + All pulses + Al pulses
peripheral thready absent
pulses
Genitourinary + UO < U0 - Uo T
’ >1000cc 999-500cc 499-100cc . <=99cc
Labs ABGS - pH 7.35-745 - pH 746-7.50 - pH 7.51~7.60 » pH >=7.61
7.34-725 7.24-7.10 <=7,09;
p02 <=50
Neurology « Chronic - Acute + Unresponsive
confusion confusion
diology )
aest - Cardiac « Increased + Cardiothoracic
enlargement cardiothoracic ratio >=55%;
ratio pulmonary
edema
Réspimtory + Dyspnea on < Dyspnea al - Apnea;
exertion; rest; Absent breath
PND; rales >50%/ sounds >50%/
rales <=50%/ >3 lobes: >3 lobes
<=3 lobes; decreased
decreased ceath sounds
breath sounds =50%/
<=50%/ >3 lobes
<=3 lobes
- White, thin, « Hemoptysis - Cyanosis
mucoid sputum NOS
+ ADLs, activities ol caily living; CO, cardiac output; NOS, not otherwise specified: JVD. iugular.venous distention;
CVP central venous pressure: ST, stress test; UO, urinary output: PND, paroxysmal nocturnal dyspena.
O Copyright 1938 by Susan D. Horn, PhD. All rights reserved. Do ncl quote, Copy, of cite without permission.

scores of 4. The admission score also
is designed to call into guestion the
appropriateness of admission in cer-
tain instances—for example, medical
admissions with overall admission
severity of 1. Maximum severity intends
to predict resource need. The 1988 New
Jersey experiment—which looked at
b »italization costs—used overall
) imum severity to explore the ad-
justment of DRG-based payment
levels.® Comparisons of admission and

maximum severity could indicate
whether severity worsened over the
hospital stay—a potential indicator of
substandard care. Finally, discharge
severity could suggest instances of
premature discharge.

The CSI review process is initiated
by entering a patient's ICD-9-CM diag-
nostic codes into a personal computer
with an enhanced core memory space.
The software then asks a series of
questions about the clinical variables

associated with the relevant severity
matrices {for example, “What are the
highest and lowest temperatures?” and
“What are the highest and lowest
serum potassium levels?”). Data can
be drawn from all notes in the medical
record, including countersigned notes
of trainees. The order of the questions
can be varied depending on the orga-
nization of the medical record —for
example, all questions concerning vital
signs could be asked first. The data
entry process includes range checks so
that grossly aberrant or impossible
values cannot be entered.
Hospital-specific normal ranges are
also entered to guide computations
involving selected continuous vari-
ables. If a computer is not available
at the review site, paper forms contain-
ing all queries and answer spaces as
they appear on the computer screens
can be created elsewhere—for exam-
ple, from discharge abstract computer
files. The abstracted data would sub-
sequently be entered into the computer.

Clinical Assessment of the CS!

The use of ICD-9-CM. The CSI's de-
pendence on 1CD-9-CM diagnostic
codes is simultaneously an important
strength and a potential Achilles heel.
On the benefit side, the use of ICD-9-
CM means that the CSI can be easily
integrated into the many functions
within the health care sector that rely
on administrative data and ICD-9-CM
coding. Up front, the CSI attempts to
quiet widespread concerns about the
accuracy of ICD-9-CM coding™* by
using its criteria to validate the pres-
ence of coded conditions. This is a
potentially useful endeavor, although
it focuses exclusively on overcoding.
However, because most of the level 1
criteria in the severity matrices inten-
tionally represent normal to very mildly
deranged values of routine laboratory
tests, it is not clear that the CSI's cur-
rent approach will {ulfill its objective.
For example, severity level 1 criteria
for acute duodenal ulcer with obstruc-
tion, hemorrhage, and perforation (code
532.21) include continuous variables in
largely normal ranges, such as a hema-
tocrit value greater than or equal to
30%, on arterial pH value of 735 to
745, and a serumn potassium value of
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3.5 to 5.2 mEqg/L. Thus, code 532.21
could be validated in patients with a
normal hematocrit or serum potas-
sium value, even if acute duodenal
ulcer is not present.

Another practical concern relating
to ICD-9-CM involves the use of dis-
charge diagnoses for admission reviews.
The failure to specify which ICD-9-CM
codes pertain to the admission period
could potentially result in assignment
of disease-specific severity scores to
conditions not present during this
period—for example, if a patient is
admitted to the hospital for diverticu-
litis of the colon (code 562.11) and
three days later develops septicemia
caused by Escherichia coli (code 38.42).
The severity matrices for these two
. conditions contain multiple identical
. criteria, such as pulse, digestive symp-
toms (nausea and vomiting), fever,
high white blood cell count, and hema-
tocrit. If multiple, severe criteria are
identified, both codes could receive
severity scores greater than one and
could thereby contribute to the over-
all admission severity, although the
septicemia was not present upon admis-
ston. This problem can be solved by
flagging those ICD-9-CM codes pres-
ent upon admission, but this necessi-
tates an extra step during the review
process and is not readily applicable
to situations in which administrative
data are used to produce the CSI
abstraction forms. In addition, “diag-
noses"” listed as present on admission
are often revised as diagnostic infor-
mation becomes available or as the
clinical course evolves. This concem
also argues against use of the CSI con-
currently during hospitalization.

The CSI appropriately attempts to
deal with the redundancy of much of
the ICD-9-CM lexicon by prohibiting
multiple codes from the same organ

system to be used in producing over-

all severity scores. To facilitate this
process, the CSI groups many of the
CD-9-CM codes into 14 related dis-
ease groups. In computing overall
severity, the CSI selects the single
diagnosis within a related disease
group that has the highest severity
and ignores all other related diagno-
ses. Some of the related disease groups
are very expansive and encompass

many pathophysiologic processes if
they occur in the same organ system.
For example, lung cancer and pneu-
monia are in the same related disease
group, as are AMI and malignant
hypertension. This represents a fairly
rigorous protection against the exces-
sive ICD-9-CM coding or “creep” that
may have occurred as a result of the
implementation of DRG-based
payment.®**

The first related disease group raises
the most questions because it contains
approximately 1,000 codes represent-
ing a variety of conditions—most eye
diseases are included, as well as selected
malignancies, diabetes mellitus, and
renal problems. For example, viral con-
junctivitis, malignancy of the male
genital tract, bladder, and kidney, all
manifestations of diabetes mellitus,
papilledema, stabismus, acute and
chronic renal failure, and surgical com-
plications of the urinary tract are all
included. Because of the breadth of
this disease group and other related
disease groups, the question arises as
to whether this relatively vigorous
strategy against the possibility of code
creep is too stringent.

Although much of the CSI com-
puter algorithm is devoted to minimiz-
ing the effect of excessive coding on
overall severity scores, the system
nonetheless requires complete ICD-9-
CM coding. The clinical criteria on the
severity matrices do not generally
include indications of complications
outside the organ system in which the
disease originates. For example, if a
patient develops a stroke or acute
renal failure as a result of an AMI,
each of these conditions must receive
its own ICD-3-CM code—the AMI
severity matrix does not contain infor-
mation concerning these complica-
tions. Some examples are more subtle—

_for instance, low body temperature is

not listed on the pneumonia severity
matrix, although it has been shown
to be an important predictor of risk of
death for this condition.*® The CSI
relies on the ICD-9-CM coding to cap-
ture this finding.

This requirement of “complete” ICD-
9-CM coding is a potential problem
because of the usual restriction in
administrative data bases of diagno-

sis coding fields to five: For example,
there is some compelling evidence that

Medicare’s truncation of diagnosis .

spaces at five biases against the report-
ing of some chronic illnesses among
patients who die.* Coding of such clin-
ical signs as hypothermia is probably
likely to be even more variable, Medi-
care plans to expand the number of
diagnosis fields on its billing form
(UB-82) to nine as of April 1, 1992,
but it is not yet clear whether this
action will actually increase the com-
pleteness of the diagnosis coding upon
which the CSI depends. In California,
where coding it permitted up to 25
diagnoses, certain conditions are still
underreported.*

Content of CSI severity matrices.
The clinical logic of the CSI is trans-
parent, which renders the CSI easily
accessible from the severity matrices
associated with the approximately 820
disease groups. Since the matrices are
disease specific they offer the ready
opportunity for physicians using the
CSI to debate the matrices’ merits in
explicit clinical terms. Most criteria
requested on the CSI matrices reflect
acute manifestations of diseases, al-
though a few chronic findings and
a gross assessment of activities of
daily living are sometimes included
(Table 4).

The CSI's developers attempted to
rely on objective data elements, eschew-
ing treatment variables, to classify
severity. Consequently the CSI focuses
on physical examination findings, signs
and symptoms, laboratory results, and
routine radiologic and other test results.
Approximately one-half of the CSI's
factors represent vital signs or labora-
tory findings that are generally relia-
bly abstracted from the medical record
in the context of other severity mea-
surement systems, such as APACHE
and MedisGroups.’* However the re-
mainder tend to be more descriptive
and qualitative, and they can be
grouped into the following three cate-
gories: {1) items that physicians often
measure unreliably; (2) items that
depend on patient report; and (3)
descriptive clinical charactenistics that
might be abstracted unreliably from
the medical record.

A number of factors represent items
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that are notorious for interobserver
disagreements and high variability
across physicians, including Kussmaul
respiration, pulsus paradoxus, pericar-
dial friction rub, delayed reflex relax-
ation, jugular venous distention, and
specified chest radiographic findings
{for example, moderate pulmonary
vascular congestion). <

Does this compromise the utility of
the CSI? It is important to note that
other severity measures, such as Medis-
Groups, use certain findings that are
similarly subject to interphysician
disagreements." Because of their
potential unreliability, MedisGroups
assigns low weight to many of these
findings and atternpts to improve objec-
tivity by often requiring evidence of
findings on specified tests that can be
expensive and technologically sophis-
ticated (for example, computerized
tomography and endoscopy). The CSI
specifically attempts to avoid depen-
dence on expensive testing, while rely-
ing heavily on the more descriptive
documentation from the physician
or nurse.

Many of these clinically unreliable
findings are nonetheless implemented
by physicians as indicators of severity
during actual patient care. This relation-
ship to the patient care context may
enhance the appeal of the CSI to phy-
sicians. However the lingering concern
is the potential for “gaming” {manip-
ulating the system). This is a possi-
bility, especially given the weight
accorded to qualitative, descriptive
findings. In addition, it is impossible
to evaluate retrospectively the accu-
racy of the clinical examination find-
ings. Nonetheless, the need to have
two criteria at a given severity level,
the complexity of the system, and
other features of the computer algo-

rithm may diminish the likelihood of sig-
nificant reward from gaming attempts.

Numerous items require patient
reporting and thus may be subject to
the vagaries of recall and differences
in pain or discomfort thresholds re-
garding generalized weakness, fatigue,
constipation, moderate and severe
headache, dry mouth, numbness and
tingling, and uncomfortable feeling in
the throat during respiration. Many
of the differences in patient reporting
these types of factors would probably
vary randomly across providers. How-
ever certain systematic biases could
possibly derive from socioeconomic,
cultural, and language characteristics
of a patient population. Many of these
criteria are assigned to severity level
1 {(“normal to mild") and therefore will
not greatly influence severity scores,

- but some do have a larger impact.

Finally, a number of factors are
based on colloguial and informal lan-
guage—for example, “large, flabby
protuberant abdomen” in ¢ystic fibro-
sis; “waddling gait” in Vitamin D defi-
ciency; and “stuffy nose” in influenza
with pneumonia. Many such factors
are assigned to severity level 1, but
some are given higher assignments.
This is not a common problem but it
is of concern because most such ver-
nacular terms are not addressed in the
CSI Help File. Abstraction guidelines
specily that the description must be
written verbatim in the medical record;
however the required semantics are
often not standard medical terminology.

Process of reviews. As with other
severity measures such as MedisGroups,
the CSI derives from the worst derange-
ments during the designated review
period. This raises concern about the
potential impact of jatrogenic events
and quality shortfalls on the severity
score. In the case of maximum sever-
ity, the possible role of substandard
quality in influencing scores is recog-
nized by the CSI's developers and is
part of the basis for their quality
assessment strategy (for example,
comparing admission and maximum
severity). However the admission score
may also be influenced by quality
problems: the admission period (from
25 to 48 hours) may be a crucial time
for certain conditions.

The time frame for data collection
concerning surgery and/or other pro-
cedures is fairly narrow. No informa-
tion is permitted from operating room
documentation, and all signs and symp-
toms from the first postoperative hour
are ignored. Certain specified compli-
cations in the immediate postoperative
period are not considered, but only for
a short time. For example, confusion
and disorientation are not recorded up
to only 12 hours after brain surgery,
and cardiac output and arterial blood
gas findings are not considered up to
only 24 hours after open heart surgery.
It is possible that these narrow win-
dows will allow normal and time-limited
postoperative derangements to be gath-
ered and treated as severe.

Discussion

The CSI is a methodology with many
facets, including severity matrices for
over 820 conditions, weighting rules
which consider the differential impact
of the gamut of principal and second-
ary diagnoses, and various strategies
for data collection to respond to mul-
tiple policy-oriented goals. As such,
gaining an in-depth appreciation for
the detail of the CSI is a large task,
and this article merely represents a
first step.

Little research has yet been pub-
lished concerning the performance of
the CSI, although two recent publica-
tions provide some insight into its per-
formance for predicting resource use.==
Using data from the New Jersey exper-
iment, McGuire® found that the CSI
performed better than several models
derived from various permutations of

the DRG classification system in terms .

of reducing variance in hospitalization
costs. However McGuire did not detail
the cost of CSI data collection, and as
of this time, New Jersey has no active
plans to employ the CSI in setting
hospital reimbursement levels. Hom®
and colleagues used data from 2,378
of the 15,000 cases from the five uni-
versity hospitals demonstration, find-
ing that DRGs adjusted for maximum
CSI scores explained 54% of variation
in length of stay. They also found that
admission CSI score was strongly pre-
dictive of in-hospital mortality, although
it is important to recall that patients
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who die within the admission period
are all assigned scores of 4. One
important study* published by inde-
pendent investigators concluded that
the maximum CSI score was a better
predictor of hospitalization costs than
admission severity measures or mea-
sures based on discharge abstract data.

Even less has been published con-
cerning the relationship between CSI
scores and quality of care. A forth-
coming publication*® examines the
association between CSI trajectory
information (a comparison between
admission and maximum scores to
determine if the patients’' conditions
worsened or remained unchanged) and
quality of hospital care for patients
with AMI or patients undergoing cor-
onary artery bypass graft surgery. For
AMI patients, a worsening trajectory
was associated with higher rates of
potential quality problems. However
for coronary artery bypass graft pa-
tients, the association varied depend-
ing on how quality was assessed. Clearly,
this is an area that requires further
investigation.

Thus it is important for additional. ..

research to focus on the application of
the CS1—its ability to [ulfill its stated
_goals, such as the prediction of resource
use ar its utility as a screen for the
quality of hospital care.

Areas for Further Study

First, the dependence upon ICD-9-CM
prompts a number of questions. Of
particular importance is the practical
issue of the source of the ICD-9-CM
codes to be used in the various reviews.
[f all codes from the discharge abstract
are used, admission reviews may result
in the paradoxical assignment of a
severity score to a condition that does
not exist upon admission. In general,
enough provisions against double count-
ing exist to prevent such scores from
unduly influencing the overall sever-
ity rating. However sometimes these
protections may be insufficient and a
diagnosis that is not present upon
admission could affect the overall admis-
sion score. {Whether this is an impor-
tant concern remains to be studied.)
In addition. the approach toward vali-
dating the ICD-9-CM codes must be
examined. Given its reliance on nor-

mal values, the current strategy could
result in “validation” of potentially
inaccurate codes; however the extent
of this problem is as yet unknown.

Second, the clinical content of the
severity matrices must be further eval-
uated by physicians, especially those
affected by the CSI in their hospital
or state. The formating clarity of the
severity matrices will facilitate this
review, and much of the final decisions
about the validity of the criteria may
be a matter of individual clinical judg-
ment. In this review, it is important
to note that a relatively narrow defini-
tion of “disease” was employed, such
that many complications outside the
organ system in which the disease
originated (for example, distant metas-
tases in malignancy) are not generally
included on the matrices. Whether
standard ICD-9-CM coding practices
are sufficiently complete to f{ill this
void remains to be seen.

Third, many of the CSI's clinical cri-
teria are descriptive and qualitative.
Some represent items that physicians
measure with tremendous variability,
others involve characteristics requir-
ing patient report and judgment, while
still others are described by idiomatic
or vernacular terms and may be ab-
stracted unreliably from the medical
record. Should the CSI be used for
policy-related purpose, the most press-
ing issue is whether the system can
be gamed. An additional question is
whether documentation biases across
hospitals or physicians could artifi-
cially affect scores.

Fourth, the sensitivity of CSI scores
to quality shortfalls should be explored.
Chances are that the maximum score
is affected by substandard care, but
whether this makes it an inapproprni-
ate tool for determination reimburse-
ment is opan to debate—the DRGs set
a compelling precedent of a patient
classification system used for payment
purposes in which the resulting patient
classifications can sometimes reflect
quality problems. The more important
question involves the admission score
and its potential use as a risk adjus-
tor for quality assessment studies. The
use of the worst values from the first
two hospital days could possibly include
some findings related to iatrogenic

events and quality problems.

Fifth, the process of CS! reviews
and the time required should be
examined — particularly the maximum,
severity, which depends on the worst
values from the entire hospitalization
period and may therefore necessitate
a lengthy review for certain types of
cases. Although, according to the
CSI's developers, an average of 32
questions are asked per case, the entire
medical record must be scanned. In
addition, for each case a somewhat dif-
ferent set of questions is asked depend-
ing on the constellation of diagnoses.
Thereby whether this significantly
affected reviewer training or the review
process slowed, especially in tertiary
teaching hospitals {which often have
voluminously documented medical
records), remains to be studied. The
costs of widespread data collection and
its burden on medical record depart-
ments must be evaluated.

Finally, the predictive validity of the
CSI must be explored—does the sys-
tem do what it intends to do? For
example, does it predict resource use,
and is it a good detector of substand-
ard care or premature discharge? Pre-
liminary findings concerning cost
predictions have come from the New
Jersey experiment, but more wide-
spread application is necessary for
generalizable results. Once this research
has been performed it will be possible
to make a more informed and thought-
ful judgment concerning the CSI.

References

1. lezzoni LI, Shwartz M, Restuccia J: The
role of severity information in current
health policy debates: A survey of state
and regional concerns. faquiry 25:117-128,
1991. ’

2. Jencks SJ, Dobson A: Refining case-
mix adjustment: The research evidence.
N Engl J Med 317:679-686, 1987

3. McMahon LF, Billi JE: Measurement
of severity of illness and the Medicare pro-
spective payment system: State of the art
and future directions. J Gen Intern Med
3:482-490, 1988.

4. lezzoni LI: Measuring the severity of
illness and case mix. In Goldfizld N, Nash
DB (eds): Providing Quality Care: The
Challenge to Clinicians. Philadelphia:
American College of Physicians, 1989, pp
70-103.

«
INY

QR3/Fesruzry it

[\
&)

B




W
A Description and
“linical Assessment
Jf the Computerized
Severity Index

5. Kaple JG: Using severity indices to
assess quality of care. Business and Health
5:23-28, 1987

6. Aquilina D, Mclaughlin B, Levy S:
Using severity data to measure quality.
Business and Health 5:40-42, 1988.

7. Iezzoni LI: Severity standardization and
hospital quality assessment. In Couch JB
{ed): Health Care Quality Management for
the 2ist Century. Tampa, FL: The Amen-
can College of Physician Executives, Hills-
boro Printing Company, 1991, pp 177-234.

8. Knaus WA, et al: APACHE 11: A sever-
ity of disease classification system. Crit
Care Med 13:818-829, 1985,

9. Wagner DP, Knaus WA, Draper EA:

Physiologic abnormalities and outcome

from acute disease: Evidence for a predict-
‘e relationship. Arch Intern Med 146:
39-1396, 1986.

10. Knaus WA, et al: An evaluation of out-
come from intensive care in major medi-
cal centers. Ann Jntern Med 104:410-418,
1986.

11. Gonnella JS. Hombrook MC, Louis
DZ: Staging of disease: A case-mix mea-
surement. JAMA 251:637-644, 1984.

12. Conklin JE, et al: Disease staging:
Implications for hospital reimbursement
and management. Health Care Financing
Review {annual supplement) 13-21, 1984.

13. Brewster AC, et al: MEDISGRPS: A
clinically based approach to classifying
hospital patients at admission. Inquiry
12:377-387, 1885.

14. Iezzoni LI, Moskowitz MA: A clinical
assessment of MedisGroups. JAMA 260:
3159-3163, 1988.

15, Iezzoni LI, et al: Admission and mid- -

stay MedisGroups scores as predictors of
death within 30 days of hospital admis-
sion. Am J Public Health 81:74-178, 1991.

16. Young WW: Incorporating severity of

illness and comorbidity in case-mix mea-

surement. Health Care Financing Review
mnual supplement) 23-31, 1984.

2l Young WW, Swinkota RB, Zorn DM:
The measurement of hospital case mix.
Med Care 20:501-312, 1982.

18. Homn SD, Hom RA: The computer-
ized severity index: A new tool for case-
mix management. J Med Systems 10:73-78,
1986.

19. Hom SD: Physician profiling: How it
can be misleading and what to do. Con-
sultant 27:86-94, 1987,

20. Horn SD, Backofen JE: Ethical issues
in the use of a prospective payment system:
The issue of a severity of illness adjust-
ment. J Med Philo 12:145-153, 1987

21, Iezzoni LI, Moskowitz MA, Daley J:
A Description and Clinical Assessment of
the Computerized Severity Index. Health
Policy Research Consortium (unpublished
report). Prepared the Health Care Finane-
ing Administration under Cooperative
Agreement No. 18-C-98526/1-05. Brandeis
University, Waltham, MA, July, 1989

22, Horn SD, et al: The relationship between
severity of illness and hospital length of
stay and mortality. Med Care 29:305-317,
1991,

23. McGuire TE: An evaluation of diagnosis-

related group severity and complexity
refinement. Health Care Financing Review
12:49-60, 1991.

24. Hom SD: Validity, reliability and impli-
cations of an index of inpatient severity
of illness. Med Care 19:354-362, 1981.

25, Horn SD, et al: Severity of illness
within DRGs: Homogeneity study. Med
Care 24:225-235, 1986.

26. Horn SD, et al: Interhospital differ-
ences in severity of illness: Problems for
prospective payment based on diagnosis-
related groups (DRGs). N Engl J Med
313:20-24, 1985.

27. Horn SD, et al: Severity of illness
within DRGs: Impact on prospective pay-
ment. Am J Public Health 75:1195-1199,
1985.

28. Schumacher DN, et al: Severity of ill-
ness index and the adverse patient occur-
rence index: A reliability study and policy
implications. Med Care 25:695-704, 1987,

29. Slee VN: The International Classifica-
tion of Diseases: 9th Revision (ICD-8).
Ann Intern Med 88:424-426, 1978.

30. lezzoni LI, Moskowitz MA: Clinical
overlap among medical diagnosis-related
groups. JAMA 255:927-929, 1986.

31. Hsia DS, et al: Accuracy of diagnostic
coding for Medicare patients under the
prospective-payment system. N Engl J
Med 318:352-355, 1988.

32. McMahon LF, Smits HL: Can Medi-
care prospective payment survive the
ICD-9-CM disease classification system?
Ann Intern Med 104:562-566, 1986.

33. Lloyd SS, Rissing JP: Physician and
coding errors in patient records. JAMA
254:1330-1338, 1985.

34. Iezzoni L1, et al: Coding of acute myo-
cardia infarction: Clinical and policy impli-
cations. Ann Intern Med 109:745-751, 1988.

35. Simborg DW: DRG creep: A new
hospital-acquired disease. V Eng! J Med
304:1602-1604, 1981,

36. Health Care Financing Administra-
tion, U.S. Department of Health and
Human Services: Medicare program:
Changes to the inpatient hospital prospec-
tive payment system and fiscal year 1986
rates: Final rule. Federal Register. 50:35700,
Sep 3, 1985.

37. Steinwald B, Dummit LA: Hospital
case-mix change: Sicker patients or DRG
creep? Health Aff 8:35-47, 1989.

38. Daley J, et al: Predicting hospital-
associated mortality for Medicare patients
with stroke, pneumonia, acute myocardial
infarction, and congestive heart failure.
JAMA 260:3617-3624, 1988.

39. Jencks SF, Williams DK, Kay TL:
Assessing hospital-associated deaths from
discharge data: The role of length of stay
and comorbidities. JAMA 260:2240-2246,
1988. )

40. Federal Register: Rules and Regula-
tions. 58(169):43213-43215, Aug 30, 1991,

41. Meux EF, Stith SA, Zach A: Report of
results from the OSHPD reabstracting
project: An evaluation of the reliability of
selected patient discharge data July through
December 1988 (unpublished report). Sac-
ramento, CA: Patient Discharge Data Sec-
tion, Office of Statewide Health Planning
and Development, State of California, Dec
1990.

42. Thomas JWV, Ashcraft MLF: Measur-
ing severity of illness: A comparison of
interrater reliability among severity meth.
odologies. Inquiry 26:483-492, 1959.

43. Eddy DM: Variations in physician
practice: The role of uncertainty, Health
Aff 3:74-89, 1984.

44. Wiener S, Nathanson M: Physical
examination: Frequently observed errors.
JAMA 236:852-855, 1976.

45. Gjrgup T, Bugge PM, Jensen AM:
Interobserver variation in assessment of
respiratory signs. Acta Med Scand 216:61-
66, 1984.

46. Johnson JE, Carpenter JL: Medical
house staff performance in physical exam-
ination. Arch Intern Med 146:937-941,
1986.

47 Thomas JW, Ashcraft MLF: Measur-
ing severity of illness: Six severity sys-
tems and their ability to explain cost
variations. Inquiry 28:39-55, 1991.

48, lezzoni L1, et al: The utility of sever-
ity of illness information in assessing the
quality of hospital care: The role of the
clinical trajectory. Med Care, in press,
1992.

52

QAB8/Februzry 1992




Faxed 2/16/99 |

HAP

THE HOSPITAL & HEALTHSYSTEM ASSOCIATION OF PENNSYLVANIA i NI R

REOEn e

Carolyn F. Scanlan 99 FEB ' 8 Aﬁ 8: ba

President and Chicf Executive Officer
REVE (O |
February 16, 1999 : ;
ORIGINAL: 1995 |

Harrisburg, Pennsylvania 17101

Mr. John R. McGinley, Jr. MIZNER
Chairman Fax received 2/17/99
Independent Regulatory Review Commission COPIES: de Bien
Commonwealth of Pennsylvania Harris
333 Market Street, 14th Floor izggﬁsw
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Dear Mr. McGinley:

The Hospital & Healthsystem Association of Pennsylvania (HAP), on behalf of its
members (more than 225 acute and specialty hospitals and health systems in the
commonwealth), appreciates the opportunity to comment on the Pennsylvania Health :
Care Cost Containment Council’s proposed rulemaking (published in the Pennsylvania ‘
Bulletin on January 16, 1999) amending the council regulations.

The current regulation specifies a particular methodology to evaluate the effectiveness of
patient care. That methodology was selected based on available systems in 1987. By
specifying a particular methodology, the council is precluded from selecting a different
vendor and/or methodology that may be more effective and economical. As HAP
understands the proposed amendments, their purpose is to give the council the flexibility
to utilize a different vendor if it appears that a more effective and economical system is
available. It also gives the council the opportunity to rapidly seek another vendor and/or
methodology if the current vendor (MediQual) fails to perform. Based upon this
understanding of the intent of the proposed amendments, HAP supports the proposed
rulemaking.,

Two relevant issues regarding the proposed rulemaking require specific attention by the
council, the Independent Regulatory Review Commission, and the legislature. The
council needs flexibility to select a patient severity methodology which allows the
council to measure the effectiveness of health care providers. Additionally, the potential
impact of the proposed rulemaking needs to be better understood. The following
observations/ recommendations address these two issues.
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Patient Severity

To ensure that the council has the needed flexibility to select a more effective and
economical severity methodology, it is important that the amendments permit the council
to consider the full array of severity adjustment systems currently available and which
may be developed in the future. The proposed change in the definition of “patient
severity” could prove to limit the council’s flexibility in selecting an alternative
methodology, even if the alterative methodology provides better and more complete
information on the effectiveness of health care providers.

HAP recommends that the council modify the definition of “patient severity” to
afford greater flexibility in selecting severity methodologies. HAP recommends the
following definition of “patient severity” be used by the council in final rulemaking:

Patient severity—A measure of severity of illness as defined by the council
through the application of either: 1) a reputable discharge abstract-based severity
system using appropriate indicators (i.e., diagnosis, treatments, demographics,
and resource utilization) from the standard patient discharge abstract; or 2) a
reputable severity system using data (i.e., diagnosis, treatments, demographics,
and other relevant factors) abstracted from individual patient records.

Potential Economic or Fiscal Impact

Adoption of the proposed rulemaking, in and of itself, will have no fiscal impact. The
proposed amendments will not, per se, impose additional paperwork requirements.
However, when the council chooses to exercise the flexibility afforded it through the
proposed rulemaking there is the potential for significant impact (positive and/or
negative).

Currently, hospitals incur significant costs and paperwork requirements associated with
collecting data using the mandated MediQual system (estimated at $40 million to $50
million annual cost for all Pennsylvania hospitals). These costs include the fees paid by
hospitals to MediQual to license the mandated severity adjustment system as well as the
cost for personnel to manually complete MediQual patient abstract forms for
approximately 1.3 million inpatient discharges per year, enter the abstracted data into the
proprietary MediQual software, transmit the abstracted data to MediQual, and validate
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the abstracted data. Additionally, the difficulties encountered in implementing
MediQual's Atlas 2.0 software illustrate the potential for unnecessary burdens on
hospitals. The costs of the MediQual mandate are in addition to the costs hospitals incur
in creating standard patient discharge abstract data sets that are submitted directly to the
council for all inpatient discharges and all ambulatory surgery cases.

Two of the council’s stated ongoing objectives are “to make data collection more
effective and to potentially reduce costs incurred by reporting providers.” Consequently,
if the council elects to adopt a different methodology and/or vendor, the cost of
compliance should be a principal consideration. The council should also consider the
benefits to the commonwealth of adopting a different methodology. If an alternative
methodology provides better information on the effectiveness of health care providers, all
Pennsylvania residents, their insurance companies and/or their employers could make
better choices on selecting providers. Improved information on the health care market
and potentially lower costs of compliance could spawn a more competitive market which
could improve the quality of care at a lower cost.

HAP recommends that following adoption of the final-form publication of revised
amendments (see patient severity above) the council exercise due diligence in
exploring alternative severity adjustment systems for possible adoption. Due to the
potential direct impact on the regulated community, the council should seek
involvement of the regulated community in the selection of a severity adjustment
methodology.

In summary, HAP supports the intent of the proposed regulations and believes that they
can be improved by enhancing the definition of “patient severity” to allow the council
greater flexibility in evaluating severity adjustment methodologies. Additionally, HAP
recommends that, upon adoption of the proposed rulemaking, the council exercise due
diligence in evaluating severity adjustment systems with the active participation of the
regulated community.
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HAP is committed to improving the timeliness, quality, and effectiveness of data reported
to and by the council. We believe that the proposed rulemaking is an important step in
reaching this objective. We offer our cooperation and assistance in whatever capacity is
needed. If you have any questions, or if we can be of further assistance, please feel free
to call me at (717) 561-5314 or Martin Ciccocioppo at (717) 561-5363.

Sincerely,

Gim@‘k l“/' il

CAROLYN F. SCANLAN
President and Chief Executive Officer
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OBJECTIVES. Reports on hospital quality
performance are being produced with in-
creasing frequency by state agencies, com-
mercial data vendors, and health care
purchasers. Risk-adjusted mortality rate is
the most commonly used measure of quality
in these reports. The purpose of this study
was to determine whether risk-adjusted mor-
tality rates are valid indicators of hospital
quality performance.

METHODS. Based on an analytical model of
random measurement error, sensitivity and
predictive error of mortality rate indicators of
hospital performance were estimated.

ResuLts. The following six parameters
were shown to determine accuracy: (1) mor-
tality risks of patients who receive good qual-
ity care and (2) of those who receive poor
quality care, (3) proportion of patients (across
all hospitals) who receive poor quality care,
(4) proportion of hospitals considered to be
"poor quality," (5) patients’ relative risk of re-
ceiving poor quality care in "good quality"”

The science of mortality risk-adjustment has
improved dramatically since the Health Care Fi-
nancing Administration (HCFA) released its first
hospital mortality data report in 1986. More than
a dozen methodologies are now available to esti-
mate with reasonable accuracy probability of
death as a function of individual patient demo-
graphic (eg, age, sex) and clinical characteristics
(eg, diagnoses, laboratory findings, vital signs).
With good risk-adjustment, there are only two

and in "poor quality" hospitals, and (6) num-
ber of patients treated per hospital. Using
best available values for model parameters,
analyses demonstrated that in nearly all situ-
ations, even with perfect risk adjustment,
identifying poor quality hospitals on the ba-
sis of mortality rate performance is highly in-
accurate. Of hospitals that delivered poor
quality care, fewer than 12% were identified
as high mortality rate outliers, and more than
60% of outliers were actually good quality
hospitals.

CONCLUSIONS. Under virtually all realistic
assumptions for model parameter values,
sensitivity was less than 20% and predictive
error was greater than 50%. Reports that
measure quality using risk- adjusted mortal-
ity rates misinform the public about hospital

ertor

Key words: outcome and process assess-
ment; quality of health care; hospitals; mor-
tality; hospital mortality; health services
research. (Med Care 1999;37:83-92)

factors to which differences between a hospitals’
observed mortality rate and- its expected rate can
be attributed: random variation and quality of
care. When a hospital’s observed mortality rate is
so much greater than its expected rate that the dif-
ference is considered unlikely to have occurred by
chance, the hospital is termed a high outlier and is
presumed to be delivering poor quality care.

Is this presumption correct? In one of the few
studies that have attempted to address this issue,
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Park et al! examined medical records for samples
of acute myocardial infarction (AMI) and conges-
tive heart failure (CHF) patients treated in hospi-
tals that had been identified as high mortality rate
outliers and for samples of similar patients treated
in nonoutlier facilities. Each chart was assigned a
quality-of-care score based on the documented
process of care and a severity of illness score
based on vital signs and physiologic findings.
With simulation analyses, it was determined that,
depending on condition, 56% to 82% of the ob-
served mortality rate differences between high-
outlier and nonoutlier facilities were attributable
purely to random binomial variation. The princi-
pal finding of the study, however, was that hospi-
tals identified "with unexpectedly high age-sex-
race—disease-specific death rates do not (emphasis
added) provide lower quality of care than do un-
targeted hospitals.

This negative finding—that quality of care in
high outlier hospitals is not worse than in
nonoutlier hospitals—has done little to discour-
age use of mortality rate as an indicator of hospi-
tal quality of care. Although HCFA suspended its
mortality data releases in 1993, other organiza-
tions—state data agencies, business coalitions,
commercial health data vendors, the media—now
produce an increasing number of comparative
performance reports for hospitals. Most of the re-
ports utilize risk-adjusted mortality rate as the
principal measure of quality of care.” Like the
HCFA's first data release, these contemporary
performance reports continue to be controversial,
with critics charging that the figures are inaccu-
rate and misleading.’

The most common criticism still centers on the
adequacy of risk-adjustment methodologies. Al-
though the adequacy of risk-adjustment is still
being debated, in this article we will ignore the
risk-adjustment issue and instead focus on the
following questions:

If all influences of casemix and severity differ-
ences among providers were to be removed
through perfect risk-adjustment, would hospital
mortality rates then be able to identify poor qual-
ity providers accurately?

It is not possible to answer this question em-
pirically because, in spite of recent advancements,
mortality risk-adjustment methodologies remain
less than perfect.? Further, answering the ques-
tion empirically would require an independent,
valid measure of quality with which poor quality
providers could be identified. No currently avail-
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able outcome-based measure meets the validity
criterion.

In their investigation of the usefulness of mor-
tality rates for identifying poor quality providers,
Hofer and Hayward® attempted to circumvent the
two problems above by simulating mortality ex-
perience for a hypothetical set of hospitals, with
perfect risk-adjustment and with prior perfect
knowledge of the identity of hospitals providing
poor quality care. Under the simulated condi-
tions, they found mortality rates to perform
poorly for identifying low qualitv providers.
Zalkind,® using a Morte Carlo simulation meth-
odology similar to that of Hofer and Havward.’
arrived at the same conclusion.

Each of these simulation studies tound that the
ability to identify poor quality hospitals accuratelv
on the basis of mortality rates varied depending
on numbers of treated cases per facility and on
differences in qualitv-associated mortality rates
between good and poor quality facilities. In the
article presented here, we used an analytic model
to derive precise measurements for the accuracy
of mortality rate identification of poor qualitv
hospitals. Although our analytic methodology
was different from that of Hofer and Havward’
and Zalkind,® several kev assumptions were simi-
lar. Like Hofer and Havward® and Zalkind," we
assumed no casemix or severity differences across
hospitals, and we focused on a hypothetical svs-
tem of hospitals, a small portion of which deliver
veryv poor quality care. Like Zalkind,” we also as-
sumed that all facilities treat exactly the same
number of patients. With these assumptions,
mortality rate differences across hospitals would
be attributable only to quality-of-care differences
and to random binomial variation.

Methods

Defining Accuracy for Indicators of Provider
Quality Performance

What does accurate mean in this context? In
answering the question, it must be recognized
that the mortality rate observed for a hospital,
even when perfectly risk-adjusted, is not likely to
be the true rate for that hospital. Certain hospital
deaths represent sentinel events—deaths from
causes that, in our health care system, should
never occur—and even one such death signals an
important quality problem’; however, few hospi-
tal deaths are of this type.
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When a provider serves a large population of
clinically similar patients, say several thousand,
the observed mortality rate is likely to be equal or
very close to the true rate for that population. For
any specific procedure or condition, however,
hospital caseloads are generally not this large; a
single hospital might have 400 cases or fewer. To
interpret the variability in hospital mortality rates
properly, it is necessary to view the patients
treated at a hospital as representing a sample
drawn randomly from a large population of simi-
lar cases. If the mortality probability across the
entire patient population is P, a single sample
from the population—especiall one that in-
cludes few patients—can have an observed mor-
tality rate that is much lower or much higher than
P Elementary statistical principles tell us that if
simple random samples of size N\ are drawn re-
peatedly from the population and if a mortality
rate calculated for each, the mean of these rates
would indeed equal P, but the rates observed in
individual samples would varnv around P and
would be distributed approximately normally*
with a standard deviation of

op=(P [1-PDI=

What do we mean by poor quality? Although
often described in terms of "good" or "poor,"
quality actually encompasses numerous dimen-
sions, and each dimension varies as a continuum
rather than as a characteristic that is either pre-
sent or absent."’ For many of these dimensions,
the nature of the relation to patient outcome is
not at all clear, and reliable measurements are dif-
ficult to obtain. Because of such problems, meas-
urement frequently is limited to construction of
some form of simple index, and in relating the in-
dex to outcomes, quality usually is dichotomized
into ranges like "good" and "poor.” For our
analyses, we shall consider poor quality hospitals
to be those in which patients have relatively high
risks of receiving poor quality care, and therefore
of suffering poor outcomes; good quality hospi-

*The sampling distribution of the binomial is consid-
ered sufficiently symmetric to be approximated by the
normal distribution if both N Pand N (1 - P) are greater
than 5, or equivalently if P + 6P are in the range 0 to 1.
[See Loether H]J, McTavish DG. Descriptive and inferen-
tial statistics. Boston, MA: Allyn and Bacon, Inc., 1974:409
and Mendenhall W, Beaver RJ. Introduction to probability
and statistics. Boston, MA: PWS-Kent Publishing,
1991:217.
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tals are those in which patients’risks of receiving
poor care is small.

With these concepts, we utilize the following
parameters to define accuracy for mortality rate
indicators of hospital quality:

e The probability of death for each person
in a population of patients, all of whom
receive good quality (GQ) care [PpjcQl;

e The mortality probability for each person
in a population of patients, all of whom
receive poor quality (PQ) care [PpjpqQl;

e The fraction of the total patient popula-
tion that receives poor quality care [PpQJ;

e The fraction of hospitals that are provid-
ing unusually high levels of poor quality
care (PQ hospitals) [ProH];

e The “hospital poor quality ratio”—ratio of
the probability of receiving poor quality
care for patients treated in poor quality
hospitals divided by the probability of re-
ceiving poor quality care for patients
treated in good quality hospitals [HPQRY};
this is a measure of relative quality perform-
ance for hospitals labeled as poor quality
compared with other hospitals; and

® The number of patients treated at each
hospital [N].

Using these six parameters, we can derive the
following (see appendix): P, the probability of
death averaged over all patients at all hospitals;

Popqu,
average mortality rate at poor quality hospitals;

Ppican,
average mortality rate for good quality hospitals;
and TrimPoint—hospitals having rates above the
trim point are labeled outliers and are presumed
to be delivering poor quality care.

The issue of accuracy for identification of poor
quality hospitals is described graphically in Figure
1. Curve A, the distributicn of risk-adjusted mor-
tality rates across all hospitals, is approximately
normally distributed with mean PD and standard
deviation

(PDI1 - PD}/N)Va.

It represents 100% of hospitals and is the sum of
curves B and C, the separate mortality rate dis-
tributions for good quality and poor quality hos-
pitals, respectively. These distributions also are
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FiG. 1. True positives, true negatives, false positives, and
false negatives for moratlitv rate as an indicator of hospi-
tal quality.

approximately normal, with means PD|GQH
and PD|PQH. Note that since we have no means
of differentiating good and poor quality hospi-
tals, curves B and C are actually unobservable.
The usual convention is for TrimPoint to be set at
the 95th or 97.5th percentile of the sampling
distribution, corresponding to a one-tailed or
two-tailed test, respectively, of the hypothesis
that, for any specific hospital, the hospital’s risk-
adjusted mortality rate is not statistically greater
than the average rate PD. With this approach,
the set of hospitals represented by the area un-
der curve A and to the right of line TrimPoint are,
by definition, high outliers and are considered
possibly poor quality providers. The set of hospi-
tals to the right of TrimPoint and under curve C
are true positives, and hospitals to the right of
TrimPoint and under curve B are false positives.
For hospitals to the left of TrimPoint, all of which
are considered to be good qualitv, we have the
same issue. Those represented by the area under
curve B are true negatives, and those under
curve C are false negatives. Thus, the accuracy of
a risk-adjusted mortality rate indicator of quality
is given by its:

e Sensitivity: the proportion of poor quality
hospitals that are high outliers, ie, cor-
rectly identified as being poor quality;
and

¢ Predictive error: the proportion of high
outliers that are good quality hospitals, ie,
incorrectly labeled as delivering poor
quality care.

0O r
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Estimating Accuracy of Mortality Rate
Indicators of Hospital Quality Performance

In this article, our purpose was to determine
the potential accuracy of risk-adjusted mortality
rate as an indicator of hospital quality in ideal cir-
cumstances. We used the model illustrated in Fig-
ure 1 (and described algebraically in the appen-
dix) to measure sensitivitv and predictive error of
this indicator. We evaluated sensitivity and pre-
dictive error for the scenario of:

a. perfect risk adjustment—ie, no variation in
mortality rates among hospitals due to effects of
casemix; and

b. equal patient volume—ie, no variation in
mortality rates among hospitals due to difterences
in mortality rate sampling variances.

We considered a hvpothetical group of hospi-
tals, each providing care to a sample of exactlv N
patients drawn randomly from a very large popu-
lation of clinically similar patients. Hospitalized
patients who receive good quality care have mor-
tality risk of P, 5, whereas the Py, percent of the
patients who receive poor quality care die at the
higher rate of Ppp,. Of the hospitals, Py, per-
cent are poor quality providers; in each of these
hospitals, the percentage of patients who receive
poor quality care is HPQR times greater than the
percentage in good quality hospitals.

Model Parameters

We derived values for the model’s parameters
from three sources: published research studies,
publicly available hospital “report cards,” and a
data set of quality-of care review findings pro-
vided by the Texas Foundation for Medical Care
(TEMCQ), the Medicare Peer Review Organization
for Texas.

Ppipg, Poico, and PPQ. Few studies reported
in the literature have attempted empirically to re-
late quality of care and patients’ mortality risks.
Two articles from the Rand Corporation’s evalu-
ation of the Medicare Prospective Payment Sys-
tem (PPS), however, provided precise estimates
for such relations.!®1! With a sample of 14,000
Medicare patients hospitalized before and after
implementation of PPS, Kahn et al'! utilized con-
dition-specific explicit process criteria to assess
the quality of care documented in patients’medi-
cal records. For a 1,200 case subsample of the five-
condition sample, Rubenstein et al'® used a sec-
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ond quality measurement methodology, called
structured implicit review. Reviewers utilized a
structured protocol of 27 questions covering such
issues as the process of physician and nursing
care, appropriateness of use of hospital services,
patient prognosis, treatability of patient’s condi-
tion, and overall assessment of quality of care
during the hospitalization episode. This method-
ology was found to provide quality rankings gen-
erally similar to those developed with explicit re-
view quality scales, but to vield a more sensitive
indicator of quality as judged by mortality rate
odds ratios.!®!! For the subsample, 14.7% of the
patients whose care was judged as good quality
died within 30 days of admission compared with
a 30-dav mortality rate of 21.6% for patients who
received poor qualitv care. For the post-PPS pe-
riod, 12% of reviewed records involved poor qual-
ity care.” We utilized these estimates of Py,
Ppipey and Ppg for our model.

Number of Patients per Hospital (N). For
public reports on hospital mortality rate perform-
ance, patient samples for individual hospitals vary
in size depending on hospital annual volume,
number of months of data included, clinical con-
dition(s) considered. and case exclusion criteria.
Numbers of patients per hospital for a sample of
mortalitv data reports are shown in Table 1. The
relativelv high medians for coronary artery bvpass
graft (CABG) surgerv cases in New York and Penn-
svlvania reflect policies that limit performance of
this procedure to small numbers of tertiary medi-
cal centers.!*'* A large median sample size also is
shown for the Michigan Hospital Association re-
port that combines mortality data across six con-
ditions: acute myocardial infarction (AMI), con-
gestive heart failure (CHF). stroke, pneumonia,
chronic obstructive pulmonary disease (COPD),
and gastrointestinal bleeding.'* For most condi-
tions in Table 1, however, hospital samples are
smaller, ranging from 133 to 367. For our model-
ing analyses, we initially used N = 200. Sub-
sequently, we examined mortality statistics based
on larger patient samples per hospital.

Ppoy and HPQR. We are unaware of any pub-
lished estimate of the proportion of hospitals that

YPpg during the Pre-PPS period was 25%. Ppjcq is the
weighted average of rates reported in Rubenstein et al'¢
for good or very good quality care; Ppjpq is the weighted
average of rates reported for poor or very poor quality care
{Rubenstein et all0 Table 3, p 1977).
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deliver unacceptably high levels of poor quality
care [Ppoyl, nor have we seen estimates for rela-
tive probabilities of patients receiving poor quality
care in poor quality hospitals compared to good
hospitals quality hospitals (HPQR). Quantifying
these parameters requires quality-of-care evalu-
ations for large samples of patients at large num-
bers of hospitals. To our knowledge, the only fea-
sible sources for such data are the quality review
data bases of Medicare Peer Review Organiza-
tions (PROs). From the Texas Foundation for
Medical Care (TFMC), we were able to obtain re-
cords on 220,000 quality reviews performed dur-
ing 1990 and 1991. We selected all cases admitted
for AMI, CHF, pneumonia, or stroke in the 374
hospitals that had at least 50 admissions in these
diagnoses. For each hospital, we determined the
percentage of patients that experienced quality-
of-care problems. We then sorted the hospital re-
cords in order of descending quality problem rates
and arbitrarily chose the worst 10% for focus. In
the worst 10% of Texas hospitals, the percentage
of patients receiving poor quality care was 4.1
times greater than the average of the remaining
90% of hospitals. For our analyses, we let Py =
10% and HPQR = 4.1.

Results

Expected Values for Sensitivity and
Predictive Error

As shown in Table 2, with the parameters de-
tined above, overall mortality rate across all hos-
pitals was 15.5%. Among good quality hospitals,
the mean (expected) mortalitv rate was 15.3%,
and for poor quality hospitals it was 17.3%. The
trim point (two-tailed test, 95% confidence limits)
was 20.5%.

In our analysis, we have assumed that 10 out of
every 100 hospitals are delivering poor quality
care. As shown in Table 2, 1.12 of these 10 hos-
pitals will be high outliers and thus correctly
identified as poor quality providers—ie, true
positives; however, 8.88 of the 10 will have
mortality rates that fall below the trim point.
They are false negatives, because they are not
correctly identified as poor quality providers. Of
the 90 good quality hospitals, 88.17 had mortal-
ity rates lower than the trim point and were
correctly classified as good quality providers
(true negatives). The 1.83 good quality hospitals
with mortality rates above the trim point repre-

87
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TaBLE 1. Number Patients Per Hospital: Selected Mortality Data Reports

Patients per Hospital
Source and Number of
Conditions Reference Hospitals Minimum Maximum Median
CABG PA HCCC* 41 65 960 403
CABG NY DOH' 31 74 1393 530
AMI CA OSHPD# 395 1 917 133
AMI PAHCCCS 49 30 381 133
AMI MHAT 116 30 769 115
Stroke PA HCCC! 36 2 312 164
COPD PA HCcd! 35 37 431 160
Pneumonia PA HCCC! 36 35 364 145
CHF PA HCCC' 35 95 607 367
6 Medical Dx* MHA! 157 41 4328 614

*Pennsyivania Health Care Cost Containment Council (PHCCC). A consumer guide to coronary artery bypass
graft surgerv. Vol IV 1993 Data. PHCCC: Harrisburg, PA; 1995.
*New York State Department of Health (NY SDH) Coronary arterv bypass surgerv in New York State 1991-1993.

NYSDH: Albany, NY; 1995,

1Office of Statewide Health Planning and Development, State of California (COSHPD). Report of the California
hospital outcomes project: hospital specific detailed statistical tables. OSHPD: Sacramento. CA; 1996.

SPennsylvania Health Care Cost Containment Council (PHCCC). Focus on heart attack in Western Pennsvlvania:
A 1993 summary report for health benefits purchasers, health care provider. policv-makers, and consumers. Harris-

burg, PA: PHCCC, 1996.

‘ﬁMichigan Hospital Association (MHA). Michigan Hospital Performance Report-Mayv 1996, MHA: Lansing, M[:

1996.

“Pennsylvania Health Care Cost Containment Council (PHCCC) Hospital effectiveness report. Region 1. Report-
ing period: Jan 1-Dec 31, 1992. Harrisburg, PA: PHCCC, 1994.
*AMI, CHF, stroke, pneumonia, COPD, gastrointestinal bleeding.

sent false positives. In this case, sensitivitv of the

nortality rate trim point for identifving poor qual-
itv providers was 11.2%—it failed to identify
88.8% of the hospitals that are providing high lev-
els of poor qualitv care. The predictive error, 67.1%
is the proportion of high outlier facilities that are
good qualitv hospitals.

Influence of Iindividual Parameters on
Sensitivity and Predictive Error

The analysis in Figure 2 was based on best
available estimates for the parameters of our
model; however, actual values of these parame-
ters may differ from those assumed. To determine
how variation in each of the parameters might af-
fect robustness of our conclusions about mortality
rate identification of poor quality hospitals, we
reevaluated the model multiple times with differ-
ent values of each parameter, holding other pa-
rameters constant. Results are shown in Figures 3
through 6.

4]

Size of Patient Sample [N]. In Figure 3, we
show sensitivity and predictive error of hospital
mortality rate indicators as tfunctions of number of
patients per hospital. Because every one of the ex-
ample reports listed in Table 1 included data on
hospitals that served verv small numbers of pa-
tients (minimums range from one to 95), we
evaluated the accuracy of identifying poor quality
hospitals that serve samples as small as 100 pa-
tients. With N = 100, sensitivity was 7% and pre-
dictive error was 71%. Both sensitivity and predic-
tive error improved continuously as N increases,
with sensitivity reaching 23% and predictive error
decreasing to 41% with N = 600.

Mortality Rate for Good Quality Care
(Pp, o) To determine the degree to which accu-
racv of mortality rate identification of poor quality
hospitals depends on the underlying mortality
rate of diagnoses being considered, we examined
levels of P ranging from 2.5% to 25.0%. Other
model parameters were held constant, except
Pppo was varied to keep constant the ratio of

|
1
!
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TaBLE 2. Targeting Poor Quality Hospitals As High Mortality Rate Outliers,
Based Upon Best Available Estimates for Model Parameters

Input Parameters

Targeting Results

Mortalitv rate with GQ [P(O|GQ)] 14.7%
Mortalitv rate with PQ [P(O[PQ)] 21.6%
Patients in population receiving PQ [P(PQ)] 12.0%
Hospitals classified as PQ [P(PQH)] 10.0%
HPQR 4.1
Number patients per hospital [N] 200

Calculated parameters

Among 90 GQ hospitals and 10 PQ hospitals

True Positives 112
False Negatives 8.88
False Positives 1.83
True Negatives 88.17

Summars- measures of targeting accuracy

Patients at GQ hospital receiving PQ care 9.2%
Patients at PQ hospital receiving PQ care 37.6%
Expected mortality rate at GQ hospitals 15.3%
Expected mortality rate at PQ hospitals - 17.3%
Expected overall patient mortality rate 15.5%
Outlier trim point 20.5%

Sensitivity 11.2%
Predictive Error 62.1%

HPQR. Hospital Poor Quality Ratio.

mortality risks for poor to good care (Pppo/Ppiao
= 1.471.7 Results are shown in Figure 4. Both sen-
sitivitv and predictive error improved continu-
oushwith increasing levels of underlying mortal-
itvrisk. For Py, o, = 2.5%, sensitivity was 5.4% and
predictive error was 79.1%. With the ratio
Py P g held constant at 1.47, if patients who
receive good quality care die at a rate of 25.0%,
then the mortality rate associated with poor qual-
ity care is 36.8%. Yet sensitivity remained less than
17%. and more than half of the hospitals identi-
fied as high outliers were actually good quality
hospitals.

Percentage of Patients Receiving Poor
Quality Care [Ppo]. Rubenstein et al'’ reported
that the proportion of Medicare patients receiving
poor quality care in hospitals decreased from 25%
in 1981 to 1982 to 12% in 1985 to 1986. Significant
improvements in quality of care after implemen-
tation of the Medicare PPS also were noted by
Kahn et al'! based on explicit criteria process of
care measurement. In Figure 5, we examine the
implications of different levels of overall quality of

1For specific conditions examined by Kahn et al'? using
explicit criteria to measure quality of care, the ratios of
mortality risk for poor quality care to good quality care
was 1.52 for CHF, 1.33 for pneumonia, 1.33 for AMI, and
1.26 for stroke.

care for the accuracy of mortality rate identifica-
tion of poor quality hospitals. As would be ex-
pected, at P, = 2.5%, sensitivity was low, less
than 4%, and predictive error was greater than
85%. Both statistics improved with higher overall
levels of poor quality in the population. If Py,
reaches 25%, approximately double the propor-
tion noted bv Rand for the 1985-1986 period, pre-
dictive error decreases to 33%; ie, two thirds of the
hospitals identified as poor quality providers on
the basis of mortality rates were correctly identi-

16%1 ~ ~— —PQ Hospitals

14% -

Percent of Hospitais

0%  S5%  10%  15%  20%  25%  30%  35%
Observed Mortality Rate

F1G. 2. Targeting poor quality hospitals as high mortal-
ity rate outliers, based upon best available estimates
for model parameters.
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Patient Sample (N}

FiG. 3. Sensitivity and predictive error for different lev-
els of N. Other model parameters as specified in Table
2.

tied. However, fewer than one third of the verv
poor quality hospitals were correctly identified as
high outliers.

Proportion of Poor Quality Hospitals [Pp,]
and Hospital Poor Quality Ratio [HPQR]. For
the analysis displayed in Figure 2, we assumed
that 10% of hospitals were poor qualitv providers,
and we found that only 11.2% of these providers
were identified as high mortalitv rate outliers. If
we were to focus on identifving the worst 3% of
hospitals, or the very worst 2.5%, would we find
mortality rate indicators to be more successful (sen-
sitive) at identifying the poor qualitv providers?

Relations between Ppyy and sensitivity and
predictive error are shown in Figure 6, where Ppqy
ranges from 2.5% to 20%. In these analyses,
HPQR was varied simultaneously because the av-
erage percentage of patients receiving poor qual-
ity care in the worst 5% of hospitals would be ex-
pected to be higher than in the worst 10%, and
higher in the worst 2.5% than in the worst 5%.
For the diagnoses considered in our analyses,
quality review data from the Texas Foundation for
Medical Care showed the hospital poor quality

;% : ]
e

ELSS SIS
Probabiity of Desth Given Good Guailly Care PIOIGQ)
FIG. 4. Sensitivity and predictive error for different lev-
els of P(D/GQ). Other model parameters as specified
in Table 2, except mortality risk odds associated with
poor quality held constant at 1.47.

MEeDicAL CARE

BR

3

%
2.5% 7.5% 12.5% 17.5% 25%

Percent of Patienta Recaiving Poor Quality Care
PFQ)

FI1G. 5. Sensitivity and predictive error for different lev-
els of P(PQ). Other model parameters as shown in Ta-
ble 2.

ratio (HPQR) to be 6.6 tor the worst 2.5% of hos-
pitals. In these institutions the percentage ot pa-
tients receiving poor quality care is 6.6 times
greater than in the remaining 97.5% of hospitals.
In the worst 5% of hospitals, the rate of poor qual-
ity care was 5.6 times higher than in the other
95% of hospitals. At higher values of Py, how-
ever, the ratio remains relativelv stable—HPQR =
4.1 with Ppyyy = 10%, HPQR = 4.4 at Py, = 15%,
and HPQR = 4.3 at P, = 20%. It poor quality
care is heavily concentrated in only 2.5% of hos-
pitals, the set of high mortality rate outliers would
include 40% of the poor quality providers; how-
ever, 68% of outliers are actually good hospitals.
Focusing on the worst 5% of hospitals, approxi-
mately 80% of the poor quality providers escaped
detection as high outliers, and, of the high outlier
facilities identified, nearly two thirds were actu-
allv good quality hospitals. How accurately do
risk-adjusted mortalitv rates identify the worst
20% of hospitals? Identification was relatively
good in terms of predictive error, because in this
case only 50% of the high outlier hospitals were

100%

i

o —a— Pradicive Em

~——

25% 50% 10.0% 15.0% 200%
Purcent Poor Quality Hospitals

Parcent
of Hospitals
i 2

3

FIG. 6. Sensitivity and predictive error for different lev-
els of P(PQH) and HPQR. Other parameters as in Ta-
ble 2. For P(PHQ) = 2.5%, HPQR = 6.6; for P(PQH) =
5%, HPQR = 5.6%; for P(PQH) = 10%, HPQR = 4.1;
for P(PQH) = 15%, HPQR = 4.4; and for P(PQH) =
20%, HPQR = 4.3.
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false positives, but less than 8% of the poor qual-
ity hospitals were identified.

Discussion

In this article, we have proposed a definition of
accuracy for mortality rate indicators of hospital
quality performance, and we have presented a
model that allows precise determination of the
potential accuracy of such measures. We found
that under optimal conditions—perfect risk ad-
justment and no variation in patient volume
among hospitals—we can expect that fewer than
12% of hospitals actually delivering poor quality
care would be identified as high mortality rate
outliers, and that of the facilities that are identi-
fied as outliers, more than 62% actually will be
good quality providers. \We examined how sensi-
tivity and predictive error might varv with differ-
ent estimates for model parameters, and under
virtually all realistic assumptions for parameter
values, sensitivity remained less than 20%, and
predictive error was greater than 50%.

Caveats and Limitations

The analvses presented here have limitations
that could affect the generalizability of our re-
ported conclusions. First, key parameter values
utilized in this study were derived from published
research on Medicare patients hospitalized for se-
rious medical conditions. It is possible, therefore,
that for other conditions and tvpes of patients, the
mortality risks associated with good quality care
and poor quality care might differ from values
used in our analyses.

Our use of 200 for the size of patient samples
might be criticized as unfairly small. As demon-
strated in Table 1, this value is not atypical for
samples appearing in published hospital per-
formance reports. Further, although accuracy of
mortality-rate identification of poor quality hos-
pitals improves as sample sizes increase, Figure 3
indicates that even with samples as large as 900
patients, a third of high-outlier hospitals were
false positives.

Yet another possible criticism of our analysis is
that when we investigated the implications of pa-
rameter values that differed from our base case
assumptions, we varied only one parameter at a
time. In a series of analvses not presented here,
we also examined what we considered realistic
variations in values for combinations of parame-

ACCURACY OF MORTAL’

RATE MEASURES OF QUALITY

ters. In general, ranges of resulting sensitivity and
predictive error were not different from the ex-
treme values observed when we varied parame-
ters singly (Figs. 3-6).

There was one exception. Although we have no
empirical estimates for Pp,, and Py, for coro-
nary artery bypass graft (CABG) surgery, it is not
unreasonable to assume from data presented by
Hannan et al®® that values for these parameters
are likely to be approximately 2% and 6%, respec-
tively. From our Texas Foundation for Medical
Care data base, we calculated for CABG surgery
(DRGs 110 and 111) that patients in the worst
performing 10% of hospitals were 5.4 times as
likely to receive poor quality care as patients in
the other 90% of hospitals. Using these parameter
values, we found that with the median hospital
volume (N = 530) in the New York State CABG
surgery mortality report referenced in Table 1,
80% of facilities identified as high mortality rate
outliers were in fact poor quality hospitals. If N =
403, the median hospital volume shown in Table 1
for Pennsylvania’s CABG mortality data report,
predictive error was 25%. With the exceptions
noted, other parameter values used in these
analvses are as shown in Table 2.

Alternatives to Mortality Rates As Indicators
of Hospital Quality Performance

With the single exception of CABG surgery
mortality, there can be little doubt that the cur-
rently available public data reports represent mis-
information. The major force driving change in
the United States health care system during the
past decade has been employer efforts at value
purchasing, and an essential element of value
purchasing is access to information on vendor
performance.’®!” As employers increasingly limit
available health plan options, they must be able to
offer objective evidence that the managed care
networks into which employees and dependents
are being directed do not include low quality
providers.

If risk-adjusted mortality rates are not suitable,
what measures should be used for reporting on
hospital performance? We believe that the best
candidates are likely to be process-based indica-
tors, such as degree of compliance with explicit,
condition-specific criteria.!® Process measures do
not relate to the “bottom line” of medical care, as
outcome measures are commonly thought to do.
Evidence suggests, however, that process-based
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measures are potentially more sensitive than out-
comes for detecting quality of care differences
among hospitals.!” Moreover, hospitals find proc-
ess-based measures, unlike outcome statistics,
“actionable,”ie, helpful in determining how qual-
ity of care can be improved.?

Nevertheless, to avoid dissemination of mis-
leading information, as has been done and is be-
ing done with mortality rate measures, purchasers
should demand that the accuracy of process-
based indicators of quality be demonstrated be-
fore the indicators are used in public reports of
hospital performance.
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